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Abstract

Efficient numerical schemes for solving the Poisson equation with jump conditions are of great interest for a variety of

problems, including the modeling of electroporation phenomena and filamentary discharges. In this paper, we propose

a modification to a finite volume scheme, namely the discrete dual finite volume method, in order to account for jump

conditions with surface charges, i.e. with a source term. Our numerical tests demonstrate second-order convergence

even with highly distorted meshes. We then apply the proposed method to model electroporation phenomena in biolog-

ical cells by proposing a model that considers the thickness of the cell membrane as a separate domain, which differs

from the literature. We show the advantages of the proposed method in this context through numerical experiments.
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1. Introduction

Numerical modeling of Poisson equations, in particular with jump conditions, rises in many practical applications,

such as cold plasma modeling [1, 2], streamer discharge due to hydro-meteors [3, 4], electroporation [5, 6, 7, 8], or

electromagnetic compatibility [9, 10]. In theses cases, many difficulties need to be taken into account. First the mesh

can be highly distorted, e.g. moving mesh for cold plasma model [2] or meshing a circular biological cell [11, 8, 12].

Second, in all generality surface charges should be considered in the transition conditions, i.e. a source term in these

conditions. Third, the equations can be solved over time [2], thus fast numerical scheme are needed.

In this context, many methods has been developed. For computational efficiency, we focus on low-order ones,

such as finite differences [13], P1 finite elements [14, 15] or finite volume [16, 17, 18, 19]. Since a good accuracy for

different geometries and highly distorted mesh is needed, finite differences [20, 19] can not be used here. Therefore,

we need to choose between finite elements [14, 11, 8, 15] or finite volume methods [19]. Both have good accuracy on

distorted mesh and local refinement. Nevertheless, the interface conditions between media can be seen as flux equality,

thus a finite volume scheme that preserves the flux consistency conservation seems a good candidate [20, 19]. The
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main drawback of this method is the accuracy of the gradient with a weak convergence of the approximated gradient

toward the gradient. This is why the discrete dual finite volume (DDFV) [21, 17, 18, 22] method is preferred here

since it overcomes this problem, with a strong convergence of the approximated gradient toward the gradient and better

accuracy than usual finite volume schemes.

This latter is a recent finite volume method [21] based on a primal/dual mesh to obtain a diamond mesh. As with

other finite volume schemes, we have a local conservative property on each control volume, contrary to the finite

element method. On contrary to a two points or four points finite volume scheme, the gradient is approximated in two

directions with a strong convergence and without any assumptions on the mesh [17, 18]. Also, with the DDFV method

we have a discrete Green relation. Furthermore, jump conditions between medium can be taken into account [23, 17,

24], whereas low-order finite element schemes are not suitable for that.

The error is also at least of the same order as with a FE method [18] of low order. In addition, the method is well

suited for related models (Poisson equations with jump conditions, diffusion equations) as mentioned in [18, 20, 19].

Furthermore, mixed boundary conditions are treated through the DDFV scheme. Finally, the scheme is symmetric,

has a coercive propriety [18], and is highly parallelizable. All these advantages have thus guided our choice for this

computational method, even if two times more discretization points than a conventional finite volumes method are

needed.

This article presents an extension to the DDFV computational scheme to account for jump conditions with surface

charges, making it applicable to physical applications. The traditional DDFV scheme, which already accounts for

discontinuity [23, 17], is modified to incorporate surface charges. Numerical experiments are conducted to validate

the proposed method, which shows second-order convergence even with highly distorted meshes. Furthermore, the

proposed scheme is applied to model electroporation phenomena in biological cells. To achieve this, we introduce

an electrical model of biological cells that considers the thickness of the membrane. This model is based on the

metal-dielectric equivalence and the use of Debye’s model. The primal/dual scheme of the DDFV method is utilized

to compute the potential at the inner and outer surfaces of the membrane without any interpolation. Numerical tests

are performed for both stationary and nsPEF-exposed biological cells, showcasing the effectiveness of the proposed

method.

The remainder of this article is organized as follows. Section 2 introduces the model, the notations and the compu-

tational strategy. Section 3 is devoted numerical experiments on some canonical tests in order to validate the described

method. In Section 4, a real-life application is studied. Indeed, we apply the computational strategy to model the

electroporation phenomena. Section 5 concludes the paper and gives some perspectives for future works.
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2. Description of the computational strategy

2.1. Definition of the problem and notations

Let us consider a domain, denoted by Ω, consisting in n sub-parts, each denoted by Ωi ⊂ Ω, with i ∈ [1, n], such

that
⋃n

i=0Ωi = Ω. For these subsets Ωi, we assume that for i , j, we have Ωi ∩ Ω j = ∅. This latter ensures a physical

partition of the whole domain. The notation ∂Ω corresponds to the boundary of the domain Ω. Figure 1 displays a

domain Ω with 3 subdomains Ω1, Ω2 and Ω3 that respect the previous condition. The vectors are denoted in bold

uppercase, such as V, and in bold lowercase, if normalized, such as v.

Ω1

Ω2

Ω3

Γ1,2

Γ2,3

Figure 1: Example of the considered domain Ω with 3 different subdomains Ω1, Ω2, and Ω3. The interfaces between each one are also pictured.

Next, the interfaces between each subdomain are denoted by Γi, j = Ωi ∩ Ω j, with i and j corresponding to the

indexes of both subdomains considered. The latter are also plotted in the example of Figure 1.

The mathematical formulation of the studied transmission problem is then as follows. We search for V ∈ H1(Ω)

solution of 

−∇ · (εi∇Vi) = fi, inΩi(
ε j∇V j − εi∇Vi

)
· ni→ j = −σs,i, j, onΓi, j

Vi = V j, onΓi, j

V = gk, on ∂DkΩ

∂nV = 0, on ∂NΩ

(1)

where εi is assumed to differ from media to media, σs,·,· ∈ R (this corresponds for example to a surface charge), and

ni→ j is the normalized normal, directed from media i to j, at the interface Γi, j. Furthermore, ∂DkΩ corresponds to

Dirichlet condition, of value gk ∈ R, on the boundary of Ω, while ∂NΩ are homogeneous Neumann conditions on ∂Ω.

Remark 2.1. In this definition, V corresponds for example to the electrical potential and, in this case, the second

and third equation to the interface condition between two different media in terms of electrical potential, where for

generality a surface charge is considered here. Thus, we need to solve a Poisson equation with jump conditions. It
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should be noted that in many applications such as electroporation (see Section 4) or plasma modeling, this set of

equations needs to be solved over time.

2.2. Discretization and notation

In this section, the primal, dual, and diamond meshes are introduced. The last one is the connection between the

previous.

The primal meshM. Let us denote byM the primal mesh, which corresponds to a non-overlapping partition of the

domain Ω. In this article, a quadrangular grid is chosen, with K that denotes a control volume and xK its center. The

interface between two different control volumesM and L is denoted by ν. The set of all these interfaces is denoted by

F . The subset of interfaces such that F ⊂ ∂Ω are denoted by ∂F . The latter is divided into two ∂FN and ∂FDk for the

Neumann and Dirichlet boundary conditions, respectively. The number of control volumes inM is denoted by NM.

Remark 2.2 (Discontinuities and mesh). To define the primal mesh, the method described in [25] is used. Indeed,

this allows obtaining a conformal quadrangular grid that follows the physic of the problem. The idea is to solve

an optimization problem where the constraints are the physical shape of the subdomains. The initial guess for the

optimization is a Cartesian grid of size Nx ×Ny. Then, this grid is distorted to follow the limit of each subdomain while

keeping a quadrangular grid with the same number of control volumes.

The dual meshM∗. The second meshM∗, i.e. the dual mesh, is constructed from the primal mesh by considering the

vertices of the primal mesh as the unknowns. On the other hand, the vertices of the dual volume K∗ correspond to the

center of the primal mesh. This latter also induces a non-overlapping partition of Ω. The center of the dual control

volumeK∗ ∈ M∗, is denoted by xK∗ . As for the primal mesh, the interface between two different dual control volumes

M∗ and L∗ is denoted by ν∗, while the set of all these interfaces corresponds to F ∗. Eventually, the boundary elements

of F ∗ are denoted by ∂F ∗. InM∗ the number of dual control volumes, and unknowns, is denoted by NM∗ .

To better explain this construction, Figure 2 displays an example of a quadrangular primal/dual mesh. One can see

that the dual meshM∗ is directly constructed from the primal meshM using the vertices as new unknowns and the

primal centers as vertices. In this picture, the different notations are also pictured.

The discrete data VT . From now on, an unknown V is searched in T , where T = M ∪ M∗. Thus, the notation

VT = (VK∈M,VK∗∈M∗ ) ∈ RT is used hereafter to refer to the unknown discretized in the primal/dual mesh. Therefore,

twice as many unknowns are used with this method than with a usual finite volume scheme. Also, one can note that

if the primal mesh is orthogonal then both are uncorrelated and we have two admissible meshes for the usual finite

volume method.

Diamond mesh D. Finally, we need to define the diamond mesh, denoted by D, that links M and M∗ together.

A diamond cell D ∈ D is constructed from two adjacent control volumes, K and L, as follows. The diamond D

corresponds to the quadrangle defined by xK xK∗ xLxL∗ , with xK∗ and xL∗ corresponding to the vertices of ν the interface
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xK xL

K L

ν

∂F

(a) Primal meshM

K∗

L∗

xK∗
xL∗ν∗

(b) Dual meshM∗

Figure 2: Example of the primal and dual meshes when a quadrangular grid is considered. The circle corresponds to the primal unknowns while the

square indicates the dual ones. The filling indicates boundary unknowns. [22]

betweenK andL, and also the center of the dual volumesK∗ andL∗. An example of a diamond is pictured in Figure 3.

The edge v∗ corresponds to xK xL. We also denote by Nν and Nν∗ the normal to the two edges ν and ν∗, as picture in the

Figure 3. We use lower script nν (resp. nν∗ ) to denote the normalize vector Nν (resp. Nν∗ ).

xK

xK∗

xL

xL∗

ν∗

ν

Nν

Nν∗

Figure 3: An example of a diamond D of the set of diamondsD.

2.3. Introduction of the discrete operators

In this part, the discrete gradient and divergence in the DDFV framework [21, 18], primal/dual mesh, are introduced.

Hereafter, we use the notation RT , as mentioned previously, for the set of couples of piece-wise constant real-valued

functions on the control volumes T ∈ T , and (R2)D the set of vector real-valued piece-wise constant function over the

diamond D ∈ D.

Definition 2.1 (Discrete gradient ∇D). We define the following application, corresponding to the discrete gradient [17,

18] :

∇DVT : RT → (R2)D

V 7→ M
1

2|D|

((
VxL − VxK

)
Nν +

(
VxL∗ − VxK∗

)
Nν∗

) (2)

In this definition |D| corresponds to the measure of the diamond D. This operator is the link between the primal/dual

mesh and the diamond mesh. A real-valued vector constant over the diamond is obtained here. One can note that this
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latter can be obtained as a sum of each mean-value between the two unknowns associated with the two extremities of

each segment that constitutes D, see [17].

Definition 2.2 (Discrete divergence). The discrete divergence operator – adjoint operator of the gradient – divT : (R2)D →

RT , linking the diamond mesh to the primal and dual mesh, is defined as [17, 18]

∀K ∈ M, ∀ξD ∈ (R2)D, divT
K

(
ξD

)
=

1
|K|

∑
ν∈DK ξ

D · Nν,

∀K∗ ∈ M∗, ∀ξD ∈ (R2)D, divT
K∗

(
ξD

)
=

1
|K∗|

∑
ν∗∈DK∗ ξ

D · Nν∗ ,
(3)

where |K| and |K∗| is the measure of the primal and dual volumes K and K∗, respectively.

In this definition DK (or DK∗ ) corresponds to all the diamond where xK (or xK∗ ) is a vertex. It can also be

seen as the sum of all the flux over all the edges ν (or ν∗) of K (or K∗), as for a usual finite volume scheme. For

example, this corresponds to a sum of 4 elements for each interior primal control volume with a quadrangular grid.

The main difference with the usual finite volume schemes is the use of the second mesh, in particular, the gradient

is here approximated over two directions, while only the normal one is accounted for in the four-points finite volume

method (VF4) for example.

Discrete Green formula. Finally, both operators are linked through a discrete Green formula (as in the continuous

domain), as shown in [18]. This latter is given by ∀VT ∈ RT , ∀ξD ∈ (R2)D:

(ξD,∇DVT )(R2)D + (divT ξD,VT )RT =< VT , ξD · n >T ,∂Ω . (4)

In this equation, the three scalar products are defined as follows :

∀ξD
1 , ξ

D
2 ∈ (R2)D, (ξD

1 , ξ
D
2 )(R2)D =

∫
Ω

ξD
1 · ξ

D
2 dx

∀VT1 ,V
T
2 ∈ R

T , (VT1 ,V
T
2 )RT =

1
2

 ∑
K∈M

V1,xKV2,xK |K| +
∑
K∗∈M∗

V1,xK∗V2,xK∗ |K
∗|


∀ξD ∈ (R2)D, VT ∈ RT , < VT , ξD · n >T ,∂Ω =

∫
∂Ω

ṼT (ξD · n)ds

(5)

In the last equation of (5), ṼT denotes the piece-wise affine interpolation of VT over each control volumes.

Remark 2.3 (Homogeneous Neumann conditions). As for a finite element method, with DDFV homogeneous Neumann

conditions are easily taken into account since the right-hand side term of (4) is null on ∂NΩ.

2.4. Introduction of the discontinuity

In this part, the introduction of a discontinuity, as occurred in the toy problem (1), in the DDFV framework is

described. The formalism developed by [17, 26] is used here. We assume that the discontinuities only occur between

the primal control volumes, but a constant source term – σs – is taken into account in the jump condition, whereas

in [17, 26, 24] the interface condition corresponds to flux conservation (with 0 on the right-hand side), only ε is
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assumed to be discontinuous. The hypothesis of a discontinuity between the cells ofM is valid here since the mesh is

computed in order to follow the physic of the problem, as said in Section 2.2, leading to discontinuities only between

the primal control volumes.

To account for the jump condition, the idea is to modify the discrete gradient near the discontinuity using a new

unknown [17, 24]. This is performed by dividing the diamond D, pictured in Figure 3, into two half-diamond. Then a

new flux is computed to determine the unknown. One can note that the discontinuity is accounted as with a usual finite

volume method, as seen with the 1D case in [17].

The half-diamonds τ. First, let us define the two considered half-diamonds τK = xK xK∗ xL∗ and τL = xLxK∗ xL∗ , from

the diamond D. Both are plotted in different colors in Figure 4. The new discrete gradients ∇τi are built on the DDFV

gradient ∇D, by enforcing it to be constant on each half-diamond τi. To do so, we introduce xν at the intersection of ν

and ν∗. The new unknown is denoted by δ.

xK

xK∗

xL

xL∗
Nν∗,K

Nν∗,LNν

xν

Figure 4: Illustration of the half diamonds in D.

Definition 2.3 (Half-diamond gradient). On the two half-diamonds τK and τL, the discrete gradient are expressed as

follows [17]

∇τKVT = ∇DVT +
δ

|τK |
Nν

∇τLVT = ∇DVT −
δ

|τL|
Nν

(6)

This corresponds to adding the mean value on xν to the discrete gradient definition and having the mean value

over the half-diamonds that constitutes D equal to the usual DDFV gradient. The new unknown δ is artificial and is

computed so as to respect the interface conditions, i.e. the jump conditions.

Computing δ. Here, we differ from [17, 26], since a source term, σs, is accounted in the jump condition and the

discontinuity only occurs on the primal mesh. For generality, we compute δ for any ΓK ,L to respect the second equation

of 1 (
ε(x+)∇V(x+) − ε(x−)∇V(x−)

)
· nK→L = −σs,K ,L. (7)

Considering a diamond D ∈ D and the two half-diamond τK and τL, such that D = τK ∪ τL, the previous equation can

be rewritten as (
εL∇

τLVT − εK∇τKVT
)
· nν = −σs,K ,L, (8)
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since nν = nK→L. Inserting the definition of both half-diamond discrete gradients (6) in (8), we obtain the expression

of δ as

δ =
1
|ν|

1
εL
|τL |
+

εK
|τK |

(
(εL − εK )∇DVT · nν + σs,K ,L

)
, (9)

with |ν| the measure of the segment ν. Note that if there is no discontinuity, then εL = εK and σs,K ,L = 0 leading

to δ = 0, as expected. With the DDFV scheme, discontinuity is thus easily introduced in the discrete operators by

considering half-diamonds.

Remark 2.4. If one wants to also account for discontinuities between dual control volumes, then quarter-diamonds

should be considered [17], and a system of 4 equations needs to be solved to compute δ.

2.5. Application to the Poisson equation with jump conditions

Discretization of the toy problem. First, no boundary conditions are accounted for. Thus, in T , the system of equa-

tion (1) can be written in the primal and dual mesh as follows

∀K ∈ M, −divT
K

(
εK∇

τKVT
)
= fK ,

∀K∗ ∈ M∗, −divT
K∗

(
εK∇

τKVT + εL∇τLVT
)
= fK∗ ,

(10)

where
fK =

1
|K|

∫
K

f (x)dx,

fK∗ =
1
|K∗|

∫
K∗

f (x)dx.
(11)

Using the definition of both operators, equation (10) is re-casted as finding VT ∈ RT such that

−
∑
ν∈τK

εK (∇DVT +
δ

|τK |
Nν) · Nν = |K| fK ,

−
∑

ν∗∈DK∗

εK (∇DVT +
δ

|τK |
Nν) · Nν∗,K + εL(∇DVT −

δ

|τL|
Nν) · Nν∗,K = |K

∗| fL∗ .
(12)

Remark 2.5. The dissymmetry in the dual equation is due to the jump condition. Indeed, the total flux from K∗ to L∗

corresponds to the sum of the flux going through the segments xK xν and xνxL.

The system of linear equations (12) can then be rewritten as

S VT = M f T + Dδσ
T
s , (13)

where the M – the mass matrix – is a diagonal matrix such that

∀T ∈ T , M[iT , iT ] = |T |. (14)

This latter contains all the measures of the primal or dual control volumes. The vector f T corresponds to the source

term expressed in the mesh T . The term σTs corresponds to the surface charge discretized on the primal and dual mesh,
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while the diagonal matrix Dδ accounts for the jump condition in the source term as follows

D[iδ, iδ] =


εKNν · Nν

|ν||τK |
(
εL
|τL |
+

εK
|τK |

) if 0 ≤ iδ ≤ NM − 1

εKNν · Nν∗,K

|ν||τK |
(
εL
|τL |
+

εK
|τK |

) − εLNν · Nν∗,L

|ν||τL|
(
εL
|τL |
+

εK
|τK |

) if NM ≤ iδ ≤ NM + NM∗
(15)

Finally, the matrix S – the stiffness matrix – contains all the flux and can be obtained from the elementary matrix s

defined as

s =



nν · nν −nν · nν nν∗ · nν −nν∗ · nν

−nν · nν nν · nν −nν∗ · nν nν∗ · nν

nν · nν∗ −nν · nν∗ nν∗ · nν∗ −nν∗ · nν∗

−nν · nν∗ nν · nν∗ −nν∗ · nν∗ nν∗ · nν∗


. (16)

Indeed, we have nν∗ = nν∗,K = nν∗,L. Besides, this matrix can be put in the following block form [23]

S =

Pp Pd

Dp Dd

 , (17)

where Pp – Dd – is the matrix containing all the contributions from the primal – dual – points. The two other blocks Pd

and Dp correspond to the interactions between the primal and dual points and the dual and primal points, respectively.

For each line and column, at most 9 elements are non-null leading to a sparse matrix.

Remark 2.6 (Symmetry). With this view, without discontinuities and ε ∈ R one can easily see that the matrix is

symmetric since Pd = Dp.

Remark 2.7 (Orthogonal mesh). With an orthogonal mesh, we obtain Pd = Dd = 0 leading to two independent usual

finite volume schemes.

Accounting for the boundary conditions. Second, we consider the mixed Dirichlet-Neumann boundary conditions of

the problem (1). The homogeneous Neumann conditions are implicitly taken into account, as in the finite element

method, with the discrete Green relation (4). For the Dirichlet ones, on ∂DkΩ, the penalty method [27, 28] is applied.

Thus, the system of equations is rewritten as searching VT ∈ RT such that(
S + ϵ−1Dpen

)
VT = M f T + Dδσ

T
s + ϵ

−1gTD , (18)

with ϵ a very low value such that ϵ−1 is a very high value, Dpen a diagonal matrix with 1 at the index of the Dirichlet

boundary conditions, and gTD the vector containing the values of the different Dirichlet conditions at their index.

Proposition 2.1 (Positive definition). If ε is positive definite, then the resulting matrix of the DDFV scheme is positive

definite. Besides, if ε is symmetric, then the matrix is also symmetric.

Proof. First, let us put the solution to the problem in the following form

V = Vg + ϕ, (19)
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such that Vg(x) = gk ∀x ∈ ∂DkΩ and Vg(x) = 0 ∀x ∈ T , and ϕ ∈ RT solution of the problem (1) with homogeneous

Dirichlet conditions. Besides, we define D the operator, such that

Dϕ = divTh (εi∇
DϕTi ), (20)

with h = K or K∗ and i corresponding to the number of a subdomain in Ω.

For the following proof, we also introduce ψ ∈ RT solution of the toy problem with homogeneous Dirichlet

condition. Using those definitions, we rewrite the studied problem in the following weak form

(Dϕ, ψ)Ω =
∑

i

(divTh (εi∇
DϕTi ), ψi)Ωi . (21)

We then apply the discrete Green formula to each term of the sum. For a given i, this leads to

(divTh (εi∇
DϕTi ), ψi)Ωi = −(εi∇

DϕTi ,∇
Dψi)Ωi+ < εi∇

DϕTi · n∂Ωi , ψi >∂Ωi . (22)

Furthermore, we have ∂Ωi = Γi, j ∪ Γk,i or ∂Ωi = ∂Ω ∪ Γi, j. In the second case, this allows rewriting equation (22) as

(divTh (εi∇
DϕTi ), ψi)Ωi = −(εi∇

DϕTi ,∇
Dψi)Ωi− < εi∇

DϕTi · nΓi, j , ψi >Γi, j + < εi∇
DϕTi · n∂Ω, ψi >∂Ω, (23)

where the last term is equal to 0 since on ∂NΩ the first part of the scalar product is null, and the second part is null on

∂DΩ. This leads to

(divTh (εi∇
DϕTi ), ψi)Ωi = −(εi∇

DϕTi ,∇
Dψi)Ωi− < εi∇

DϕTi · nΓi, j , ψi >Γi, j . (24)

In all the other cases, equation (22) can be rewritten as

(divTh (εi∇
DϕTi ), ψi)Ωi = − (εi∇

DϕTi ,∇
Dψi)Ωi− < εi∇

DϕTi · nΓi, j , ψi >Γi, j

+ < εi∇
DϕTi · nΓk,i , ψi >Γk,i .

(25)

When summing all those terms to express (21), the sum of different scalar products ± < ·, · >Γi, j introduces the following

terms

< ε j∇
DϕTj · nΓi, j , ψ j >Γi, j − < εi∇

DϕTi · nΓi, j , ψi >Γi, j =< (ε j∇
DϕTj − εi∇

DϕTi ) · nΓi, j , ψ j − ψi >Γi, j

= 0.
(26)

Indeed, since ψ is solution to the toy problem, we have ψi = ψ j at each Γi, j. Thus, we can conclude that the sum of (21)

can be rewritten as

(Dϕ, ψ)Ω = −
∑

i

(εi∇
DϕTi ,∇

Dψi)Ωi . (27)

Finally, setting ϕi = ψi , 0 leads to

−(Dϕ, ϕ)Ω > 0, (28)

if ε is positive definite. In this case, the matrix of the DDFV scheme is positive definite. Besides, if ε is symmetric the

matrix is symmetric.
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Proposition 2.2 (Existence of the solution). As long as ∂DΩ , ∅, then we have the existence and unicity of the solution

VT . If ∂DΩ = ∅, then the solution VT is not unique (obtained up to a constant).

Proof. The interested reader is referred to [23, 29, 24]

Remark 2.8. Note that if we are looking for the electrical field E, as for plasma applications [2], then in both cases we

have the existence and unicity of the solution.

To solve this system, the left-hand side matrix is pre-conditioned using the boomer-AMG preconditioner [30].

Here the preconditioner is necessary for many reasons. First, the resulting matrix S corresponds to the discretization

of an unbounded operator, leading to an ill-conditioned resulting matrix. Second, S is not well organized. Indeed,

two neighboring points are not necessarily neighbors in the matrix. Third, the mesh is distorted leading to control

volumes of different dimensions. Finally, the transmission condition induces a very low eigenvalue in absolute value.

The resulting linear system is solved using a parallelized bi-conjugate gradient method of the Hypre library [31].

3. Canonical tests: validation of the method

In this section, we aim at validating the method on two canonical tests. First, a two-layered capacitor is studied, in

order to obtain the convergence order of the method when σs = 0. Second, a surface charge is considered, to show that

the method works well with σs , 0. All the tests are performed on a desktop computer using 4 processors.

3.1. Two-layered capacitor

In this canonical test, we study the following 2D canonical problem in Ω = [0, 1] × [0, 1]:

−∇ · (ε(x, y)∇V) = 0, ∀(x, y) ∈ Ω = Ω1 ∪Ω2

(ε(x+, ·)∇V(x+, ·) − ε(x−, ·)∇V(x−, ·)) · n1→2 = 0, ∀x ∈ Γ1,2

V(x−) = V(x+), ∀x ∈ Γ1,2

V(x, ·) = 0, ∀x ∈ ∂D0Ω

V(x, ·) = 1, ∀x ∈ ∂D1Ω

∂nV(·, y) = ∂nV(·, y) = 0, ∀y ∈ ∂NΩ

(29)

In this problem, we define Ω1 = [0, 0.5] × [0, 1] and Ω2 = [0.5, 1] × [0, 1] as the two different subdomains in Ω.

Therefore, Γ1,2 corresponds to x = 0.5, and we have x+ = 0.5+ and x− = 0.5−. We assume two Dirichlet conditions on

the left and right of the domain, while homogeneous Neumann boundary conditions are taken into account at the upper

and lower part of the domain. Finally, the function ε is defined as

ε(x, y) =


ε1, if (x, y) ∈ Ω1

ε2, if (x, y) ∈ Ω2

(30)

Here, we set ε1 = 5 and ε2 = 1.
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This problem corresponds to a two-layered capacitor and the electric potential can be computed analytically. There-

fore, it can be used to validate the method and compute its order of convergence. Indeed, the electrical potential VT is

computed – with DDFV – for a decreasing grid size h, i.e. the number of control volumes increases. To compare to the

analytical solution Vana, we define the following two errors

errL2 =
∥VT − Vana∥2

∥Vana∥2
, and , err∞ = max

(
|VT − Vana|

)
. (31)

Also, to show that the method works well even with distorted meshes, we use a randomly moved Cartesian grid [32].

This latter is constructed as follows. First, a Nx × Ny Cartesian mesh is built. Second, each point of the grid is moved

as
∀(i, j) ∈ [1,Nx] × [1,Ny], xi j = xi j + σwx(Rx − 0.5)

yi j = yi j + σwy(Ry − 0.5),
(32)

where wx = 1/Nx and wy = 1/Ny are the grid steps along x and y, respectively. In this definition σ ∈ [0, 1] is a

distortion parameter, while Rx and Ry are two normalized random variables. Here, we set σ = 0.5, which induces

a highly distorted mesh. Nevertheless, at x = 0.5, where the discontinuity occurs, the mesh is not moved in order

to respect the physical problem and to ensure the jump condition occurs only between primal control volumes. An

example of the obtained mesh for Nx = Ny = 10 is given in Figure 5. The primal unknowns are pictured in green.

Figure 5: Example of a randomly distorted Cartesian grid for Nx = Ny = 10. The green points correspond to the center of each control volume, i.e.

the primal unknowns.

In Figure 6, we plot in (a) the two errors with respect to the grid size in a Log/Log scale and the computational

efficiency in (b). We also plot the line with a slope of 2 in Figure 6 (a), corresponding to the expecting order [18] when

no discontinuity is accounted for.

As expected, the order of 2 is obtained for the method for both the L2 and the L∞ norm, even on a very distorted

mesh. Besides, the error is very low (below 10−11). Therefore, the method is validated when accounting for a dis-

continuity. Finally, as can be anticipated the computational cost increase with the accuracy, but is still below 0.4 s for

10221 unknowns.
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(a) Evolution in a Log/Log scale of the relative L2 and L∞ error

with respect to the mesh refinement. The slope of 2, expected or-

der, is also pictured for comparison.

(b) Computational cost of the DDFV method with respect to the

accuracy in L2 norm.

Figure 6: Numerical validation of the DDFV scheme.

3.2. Two-layered capacitor with surface charges

In this second canonical test, the goal is to introduce a surface charge and show that the method works well. Thus,

we propose to study the following problem in Ω = [0, 1] × [0, 1]

−∇ · (ε(x, y)∇V) = 0, ∀(x, y) ∈ Ω = Ω1 ∪Ω2

(ε(x+, ·)∇V(x+, ·) − ε(x−, ·)∇V(x−, ·)) · n1→2 = σs,1,2, ∀x ∈ Γ1,2

V(x−) = V(x+), ∀x ∈ Γ1,2

V(x, ·) = 0, ∀x ∈ ∂D0Ω

∂nV(·, y) = ∂nV(·, y) = 0, ∀y ∈ ∂NΩ

(33)

This corresponds to the same problem as before, except that here we account for a surface charge between the two

media with σs,1,2 = 8. Besides, we account for two homogeneous Dirichlet conditions on the right and left side of the

domain here. The other parameters remain the same, in particular, ε is still piece-wise constant following (30). In this

context, an analytical solution Vana can be computed and as for the previous numerical experiment, the L2-error and

the order of the method can be computed by comparison, with

errL2 =
∥VT − Vana∥2

∥Vana∥2
, (34)

where VT corresponds to the approximated solution computed with the DDFV method. As before, the computations

are performed on a Cartesian grid with an increasing number of control volumes, i.e. a decreasing mesh step h. Here,

the results are obtained both on the distorted, with the same method [32] with σ = 0.25, and the non-distorted grid for

comparison.

In Figure 7 (a) and (b), we plot the evolution of the L2-error with respect to the grid size for the non-distorted and

distorted mesh, respectively. We also plot a line with a slope of 2 for comparison.
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(a) Not distorted mesh. (b) Randomly distorted mesh.

Figure 7: Evolution in a Log/Log scale of the L2 error with respect to the mesh refinement. The slope of 2 is also pictured for comparison.

First of all, in both cases, the method converges with h decreasing, as expected, with an order of 2 in the L2-norm.

Nevertheless, with a non-distorted mesh, the error is below 10−10, while on the randomly distorted mesh, it is below

10−2. This seems reasonable since the mesh is distorted with a random factor σ = 0.25, which is high. Besides, even

if the mesh at x = 0.5 is not moved, the dual one is moved, which can also explain the difference here. In conclusion,

when accounting for a surface charge, the DDFV scheme works well, even if the error is higher than when only a

discontinuity on ε occurs.

4. Application to the electroporation phenomena

Electroporation is a phenomenon that appears when a sufficiently high electrical field is applied to a biological

cell. When this latter condition is fulfilled, the permeability of the membrane can be modified allowing molecules

(such as drugs or genes) to enter the cytoplasm. This latter is widely used for clinical applications such as tumor

treatment [33, 34], gene therapy [35, 36, 37] or drug delivery [38].

In order to adapt the electric field, it is necessary to accurately describe the cell response to the electrical field, i.e. to

model the trans-membrane voltage. Many experimental studies have been carried out [39, 40, 41], while computational

schemes mostly rely of the transport lattice method [42, 43, 44], finite element methods [45, 7, 8, 46], or the use of

COMSOL [47, 48, 12, 49]. In those cases, the cell membrane is commonly described as a thin interface and replaced

by an equivalent resistance and capacitance. Interpolations are then performed to compute the trans-membrane voltage,

i.e. difference of potential between the inner and outer surfaces of the membrane.

In this part, we apply DDFV framework to model the electroporation phenomenon. First, we develop a cell elec-

trical model based on the metal-dielectric equivalence that includes the membrane as a whole domain. Indeed, the

dual mesh allows for a rigorous treat the effect of the membrane with a low-order method. In addition, the use of

the primal/dual mesh allows for direct computation of the potential at the inner and outer surfaces of the membrane.
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Furthermore, this example shows a real-life application of the method, where fast and precise results are needed.

4.1. Electrical model for a single cell

Single shell model. In the following work, the single shell model of the 2D cell is studied. This latter is assumed to be

spherical, leading to a 2D axisymmetric model. An example of the studied model is pictured in Figure 8.

Ωe

Ωm

Ωc

Γe,m

Γm,c

Figure 8: Single shell-model of the cell.

Its corresponds to a domain Ω composed of three subdomains: the exterior media Ωe, the cytoplasm Ωc, and the

membraneΩm, withΩ = Ωe∪Ωm∪Ωc andΩe∩Ωm∩Ωc = ∅. For each domain, we denote by εi and σi their permittivity

and conductivity, with corresponding to either e, m, or c. Furthermore, the membrane conductivity depends on time

if electroporation occurs [47]. We denote by dm the membrane thickness and by dc the cytoplasm radius. It should be

noted that in comparison to the cell radius Rd = dm+dc, the membrane is very thin dm ≪ Rd [50, 51, 52, 40]. Note that

here the membrane is described as a media, differing from [8]. Magnitudes for the different parameters can be found

in [50, 40, 53, 54, 48]. Solving the generalized Poisson equation with jump conditions by a finite volume method.

Besides, the cell’s media are dispersive and depend on the frequency [55, 56, 54]. In the context of electroporation, we

aim at computing the trans-membrane voltage Um = Vouter−Vinner, corresponding to the difference of potential between

the inner and outer surfaces of the membrane, and the density of pores N.

Electrical model of a single cell. In the context of electroporation, one can focus on the electro-quasi static problem

since the magnetic field magnitude is negligible, as shown in [11]. Thus, we study the electrical induction D, and the

electrical field E. In each media Ωi with i ∈ {e,m, c}, both are related through

Di = ε0Ei + Pi,lin + Pi,diel + Pi,disp, in Ωi, (35)

with ε0 the free-space permittivity, and Pi,lin, Pi,diel and Pi,disp the polarization due to the linear, dielectric and dispersive

species in each media, respectively. Furthermore, from the Maxwell-Gauss relation without charge in the domain and
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the transition condition between media with no surface charges [54], we have

∇ · (Di) = 0, in Ωi

(Dm − De) · ne→m = 0,

(Dc − Dm) · nm→c = 0,

(36)

where ni→ j corresponds to the normal oriented from media i to j.

Then, in order to obtain equations in terms of the electrical field or potential, we use the relations that link the

polarisation P to the electrical field E. For each species, this leads in each media Ωi to

Pi,lin = ε0
(
εi,r − 1

)
Ei,

∂Pi,diel

∂t
= σiEi,

τi
∂Pi,disp

∂t
+ Pi,disp = ε0

(
εi,r − εi,∞

)
Ei.

(37)

The second and third equations in (37) are obtained using the metal-dielectric equivalence and a first-order Debye

model [57, 58], respectively. In the Debye model τi corresponds to the relaxation time, εi,r to the static permittivity,

and εi,∞ to the high-frequency permittivity of the media considered [47, 48]. For better readability, no dispersive

species are assumed at first. They are included later on. Thus, by applying a time derivative to the equations (36), and

using E = −∇V , we obtain the following model

−∇ ·

(
ε0εi,r

∂∇Vi

∂t
+ σi∇Vi

)
= 0 in Ωi

(ε0εm,r
∂∇Vm

∂t
+ σm∇Vm − ε0εe,r

∂∇Ve

∂t
+ σe∇Ve) · ne→m = 0 on Γe,m

Vm = Ve on Γe,m

(ε0εc,r
∂∇Vc

∂t
+ σc∇Vc − ε0εm,r

∂∇Vm

∂t
+ σm∇Vm) · nm→c = 0 on Γm,c

Vc = Vm on Γm,c

V = V+, on ∂D+Ω

V = V−, on ∂D−Ω

∂nV = 0, on ∂NΩ

(38)

Indeed, the cell shape is assumed to not change over time, thus the normal ni→ j does not depend on time. The first

equation of the model (38), i.e. the Poisson one, is of course equivalent to the one derived in [54, 11, 8], as expected.

Nevertheless, we depart from [11, 8] since we do not use the conductance and capacitance model of the cell and account

for the thickness of the membrane, and from [54] since we consider the time-domain equation. In this model, ∂D+Ω

and ∂D−Ω correspond to two electrodes that model for example a nano-second Pulsed Electrical Field (nsPEF). The

same calculations can be performed to add the dispersive effect, adding more terms to the considered equations.

The electroporation equations. We also need to take into account the non-linear effects due to the electroporation

process. Indeed, the formation and expansion of pores in the cell membrane must be accounted for. For nsPEF, short
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duration pulse, an asymptotic model, assuming pores do not expand after creation, that defines the pore density, is

widely used [47, 48]
dN
dt
= α exp

U2
m

V2
ep

 1 − N(t)
N0

exp
−q

U2
m

V2
ep

 , (39)

where Vep the characteristic voltage of electroporation, N0 corresponds to the equilibrium pore density at Um = 0 V,

and α and q two constants. Also, when the pore density increases the membrane conductivity σm decreases. This

phenomenon is described through the following equation [59]

σm (t) = σm0 + N(t)σpπr2
pK, (40)

with σp the conductivity of the medium inside the pores, rp the pore radius, assumed to be constant rp = 0.8 nm

[60, 51], and K given by

K =
exp(um) − 1

w0 exp(w0−ηum)−ηum
w0−ηum

exp(um) − w0 exp(w0+ηum)+ηum
w0+ηum

. (41)

In equation (41), we have w0 the energy barrier inside a pore, η the relative entrance length of pores, and um =
qe
kT Um

the non-dimensional trans-membrane voltage, with qe the electric charge of an electron, T the temperature and k the

Boltzmann constant. Magnitudes for all these parameters can be found in [47, 12]. Note that other models [45, 7, 13]

could be used, but the main point here is to show a real-life application of the proposed numerical scheme, thus we

focus on the model used in recent articles [48, 61, 12], and compare our results to the ones they obtained.

4.2. Time discretization of the model

Discretization of (38). The model obtained in the previous section is discretized over time with a step ∆t using a

forward Euler’s method. This leads, when assuming no dispersive effects, to

−∇ ·
(
(ε0εi,r + ∆tσn−1

i )∇Vn
i

)
= −∇ ·

(
ε0εi,r∇Vn−1

i

)
in Ωi

((ε0εm + ∆tσn−1
m )∇Vn

m − (ε0εe + ∆tσe)∇Vn
e ) · ne→m = −σn−1

s,out on Γe,m

Vn
m = Vn

e on Γe,m

((ε0εc + ∆tσc)∇Vn
c − (ε0εm + ∆tσn−1

m )∇Vn
m) · nm→c = −σn−1

s,in on Γm,c

Vn
c = Vn

m on Γm,c

V = V+, on ∂DuΩ

V = V−, on ∂D0Ω

∂nV = 0, on ∂NΩ

(42)

In this set of equations, both σs,out and σs,in correspond to the computed surface charges at the outer and inner surfaces

of the cell, respectively. They are given by

σs,out =
(
ε0εe∇Vn−1

e − ε0εm∇Vn−1
m

)
· ne→m

σs,in =
(
ε0εm∇Vn−1

m − ε0εc∇Vn−1
c

)
· nm→c

(43)
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In (42), the first equation is a Poisson equation for the electric potential V with a source term depending on the last

iteration over time. It should be noted that time sampling is quite important here. Indeed, since ε0 = 8.85 × 10−12 F/m,

and εr and σ are of order 101 and 10−1, a time step too large would only include the effect of the conductivity.

Considering dispersive media only add terms to the model. Taking into account the constitutive relation of Di in the

model introduces a second term on the right side of the boundary relations. This latter is negligible when no dispersive

species are accounted for [54]. In the other case, this corresponds to electric charges being tied up at the inner and outer

surfaces of the membrane, leading to a surface charge. Therefore, the obtained model (42) is of the same form as the

toy problem (1), and can thus be efficiently solved using the described DDFV scheme. Furthermore, the source term

can be computed by multiplying by a pre-computed stiffness matrix S ′, of the same form as for the DDFV scheme, and

with the computed solution V at the time step considered. The same goes for σs,·, since they correspond to flux. Thus,

the computational model is self-consistent.

Discretization of the electroporation equations. Furthermore, at each time step the trans-membrane voltage is defined

as

Un
m = Vn(Rd) − Vn(Rd − dm), (44)

and corresponds to the difference of electric potential at the outer and inner surfaces of the membrane, as in [47, 48, 12].

Thus the values of the potential at the inner and outer surfaces of the cell are very important.

Finally, the pore density equation (39) is discretized using an implicit scheme as follows

Nn − Nn−1

∆t
= α exp

 (Un
m)2

V2
ep

 1 − Nn

N0
exp

−q(
(Un

m)2

V2
ep

 . (45)

Thus, at each time step, the transmembrane voltage is computed, then the density of pores N is obtained and the

conductivity is modified to obtain σn
m. Besides, the time step ∆t is also restricted by the mean evolution of N over t.

Using the differential equation of the pore density (39), we can approximate its time constant as

τ ≃
N0

α
exp

(q − 1)
U2

m

V2
ep

 . (46)

Given the magnitude in [47], we have

τ ≃
N0

α
≃ 10−3. (47)

Therefore, the time sampling for a precise numerical scheme is strengthened to be of the order of ε0.

4.3. Numerical experiments

In this part, the derived DDFV scheme, see section 2.5, is used to solve the proposed model of the cell in two cases.

First, to show that the method works well, the stationary case is studied. Second, a canonical electroporation test is

studied, corresponding to the application of interest here.
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4.3.1. Stationary case

Now, the method is applied to the academic study of the spherical cell. The numerical setup is described in Figure 9.

The domain, denoted by Ω is a rectangle. The Cartesian coordinates system (x, y) is used in this context. The domain

is of size 1 µm in x and 2 µm in y. The cell is placed at xc = 0.5 µm and yc = 0 µm, such that it is at the center of the

computational domain. Therefore, we can only study the upper sub-domainΩs = [0, 1]×[0, 0.5] µm2, with half the cell.

The lower half can be obtained through axial symmetry. The cell radius is Rd = 0.2 µm, while the membrane thickness

is dm = 0.0008 µm. The thickness-to-radius ratio is of the order of magnitude of the real cell data [56]. For this test,

we consider the static case and assume no conductivity. The electrical parameters are as follows: εe = εc = 80, and

εm = 2, for the exterior and cytoplasm domain and for the membrane, respectively. We set V+ = 1 V and V− = −1 V

at the left and ride side of the domain, respectively. We consider homogeneous Neumann conditions on the upper and

lower boundaries of the domain.

Ωm

Ωc

V+ V−
D = 1 µm

εc, σc

εm

σm

Ωe
εe, σe

Figure 9: Numerical setup for the single spherical cell.

In this context, a conformal and structured mesh is obtained using the method of Hyman et al. [25]. To do so the

points on the inner and outer surfaces of the membrane are defined as constraints, and a Cartesian quadrangular grid is

optimized to follow those constraints. The obtained mesh with the control volumes centers is plotted in Figure 10. The

mesh, which is the primal, is pictured in blue while the primal cell centers are in green. We also add zoom in different

parts of the mesh: the cell and the upper part of the membrane. Note that, in this model, the membrane is discretized

with one cell. Thus, since the dual cell centers correspond to the vertex of the blue quadrangles, the potential at the

inner and outer surfaces of the membrane are precisely computed here, without any interpolation, to then obtain the

trans-membrane voltage Um. This adds an advantage to the use of the DDFV scheme in this context. The potential

inside the membrane is also computed through the primal cell centers. Also, the primal vertices are on the discontinuity,

so as to have the jump conditions only between primal centers, as assumed in section 2.4.

The DDFV scheme introduced in 2.5 is then applied to the cell model 4.2, described with equations (42), in the

stationary case. Since the electrical parameters in the cell and in the exterior domain are the same, we expect the same

variations for V in both sub-domains. In the membrane, we expect a great decrease in the electrical potential. The latter

is thus plotted on the overall domain in Figure 11 (a). Then, a zoom on the cell potential is represented in Figure 11 (b).
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(a) Global mesh.

(b) Zoom on the cell.

(c) Zoom on the membrane.

Figure 10: Conformal quadrangular mesh for the cell model.
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(a) Electrical potential on the whole domain (b) Electrical potential in the cell

(c) Potential on an equatorial cut along the cell (d) Potential in the membrane

Figure 11: Electric potential V computed with DDFV for the stationary cell model.

The white dotted line corresponds to the following zoom. The potential along an equatorial cut, the white dotted line

plotted in (a), through the cell is also pictured in Figure 11 (c). On this figure, we also plot an analytical calculation of

the potential in yellow. Finally, the electric potential in the membrane, and at the inner and outer surface of this latter,

is plotted in Figure 11 (d). In Figure 11 (c) and (d), a zoom on different areas is also proposed.

First, Figure 11 (a) shows that the potential is decreasing from 1 to −1 V. Also, with the zoom on the cell in

Figure 11 (b), we can see that no discontinuity appears on and near the cell. This is highlighted in Figure 11 (d), where

we observe no discontinuity in the membrane potential. One can also note, that the potential is equal to 0 at x = 0.5 for

the potential in the membrane, and at its inner and outer surface, as expected since the electric field is tangential at this

point. Second, we observe in Figure 11 (c) that the potential decrease with the same slope in the exterior media and

in the cell, as expected. Indeed, in both mediums, the permittivity εe and εc are the same. Also, with εm ≪ εe = εc,

the potential V is rapidly decreasing in the membrane. Nevertheless, no discontinuity due to the computational scheme

appears. Furthermore, these results are in line with the one described and obtained in [56] and correspond the analytical
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Figure 12: Applied trapezoidal rise-time pulsed voltage waveform used in this study.

calculation. Moreover, note that the two cyan points corresponding to the dual vertex on the membrane allow us to

directly compute the potential at the inner and outer surfaces of the membrane. This test shows that the method works

well in the context of electric cell modeling.

4.3.2. Cell exposed to a nsPEF

We now study the cell response to a nsPEF. For the cell parameters, we use the one given in [61] while the mesh

remains the same. The main difference with the previous test is that the conductivity σ of each media is taken into

account, and is varying in the membrane at each time step with the pore density. For each media the electromagnetic

parameters are as follows: εe = εc = 67, εm = 5, and σe = σc = 0.55 S/m, and σm0 = 1.1×10−7 S/m for the permittivity

and the conductivity of the exterior media, the cytoplasm and the membrane, respectively. For the electroporation

the parameters are set to N0 = 1.5 × 109, Vep = 0.258 V, q = 2.4606, α = 109 m−2s−1, qe = 1.68 × 10−19 C,

k = 1.38 × 10−23 J/K, T = 310 K, η = 0.15, w0 = 2.65 and σp = 1.3 S/m, following [61]. Finally, when dispersive

species are accounted for, the parameters are τe = τc = 9.4 × 10−12 s, τm = 1.1 × 10−7 s, and ϵc,∞ = ϵe,∞ = 1.2, and

ϵm,∞ = 1.6.

In order to compare our results to [47] and [61] , we consider a trapezoidal rise-time pulsed voltage waveform of

10 ns over a 20 ns total time. The rise time is set at 2 ns. This later is pictured in Figure 12. Two tests are performed

with the same input nsPEF, first, no dispersive species are considered, and second dispersive species in each media are

accounted for. The time step for both scenarios is the same and set at ∆t = 5 × 10−11 for convergence.

Following [47] and [61], for the dispersive species, the rise of the trans-membrane voltage should be faster and if

should decrease below 0 after the input pulsed electric field. In both cases, we expect the trans-membrane voltage Um

to increase with the nsPEF until a limit value of around 1.5 V, where the conductivity of the membrane would have

increased and be above the conductivity of the exterior media and the cytoplasm. From this point, Um should decrease.

For the density of pores, these parameters should normally increase rapidly until an asymptote at around 1016 for
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(a) Trans-membrane voltage Um. (b) Pore density N

Figure 13: Time response of both the trans-membrane voltage in (a) and of the pore density in (b) when a 10 ns trapezoidal nsPEF is applied for the

non-dispersive and dispersive models.

the parameters we have. In Figures 13 (a) and (b), we plot the trans-membrane voltage and the density of pores,

respectively. In both figures, the case without dispersive species is in dotted line, while the scenario with dispersive

species is in plain line.

We first focus on the trans-membrane voltage pictured in Figure 13. In both cases, this latter is increasing with the

pulsed electric field until a limit value of Um ≃ 1.5 V, as expected. Then, the field is rapidly decreasing until 1 V or

0.75 V for the non-dispersive and dispersive models, respectively. Finally, Um decreases with the nsPEF, and when

dispersive species are accounted for Um decreases below 0. One should also note that the trans-membrane voltage

increase is faster with the dispersive model, as in [47]. These results are in line with the one obtained in [61]. Second,

the density of pores is increasing with the nsPEF until an asymptote above 1016 for both models. This value corresponds

to the one obtained in [47, 48, 61].

5. Conclusion

In this work, we have derived a DDFV scheme to solve the Poisson equation with jump conditions and surface

charges. This latter has been applied to model the electroporation after showing a second-order convergence on canon-

ical tests.

First, after describing the studied model, a computational based on finite volume has been introduced. This latter

is based on a primal/dual mesh leading to better accuracy than usual finite volume methods. Besides, jump conditions

as transitions between media are easily taken into account. Thus, the method has been adapted to take into account the

jump condition with surface charges of the model. Finally, the linear system that needs to be solved has been obtained.

This latter is highly parallelizable and solved using a bi-conjugate gradient method. In addition, a result on the positive

definition of the obtained matrix has been shown.
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Second, the method has been validated on several canonical tests. Firstly, a two-layered capacitor has been studied

in order to exhibit the expected second-order convergence of the method in this case, even with a very distorted mesh.

Besides, the error in both L2 and L∞ norm is very low. Secondly, we considered surface charges in-between the two

layers of dielectric, and obtained a second-order convergence even on a randomly distorted mesh, although the error in

L2-norm was higher.

Finally, the method has been applied to model electroporation. First, a physical model for this phenomenon based

on the metal-dielectric equivalence, and Debye model has been obtained. We treated the membrane as a domain, rather

than only as an interface, which led to a Poisson equation with jump conditions that could be solved using our DDFV

framework. Thus, results have been obtained and compared to the literature in both the stationary case and when the

cell is exposed to a nsPEF. In those cases, the DDFV primal/dual mesh allows us to directly compute the potential at

the inner and outer surface of the membrane without any interpolation.

It should be noted that this computational strategy could also be applied in other domains where a Poisson equation

with jump condition needs to be solved, such as cold plasma modeling, hydro-meteors, or electromagnetic compati-

bility. Future works will focus on both the use of a self-consistent DDFV method for cold plasma modeling and the

generalization to 3D.
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