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Abstract5

The present study aims to assess the possibility of describing suction using coupled

Eulerian-Lagrangian approach. The water entry and subsequent exit of conical and

hemispherical bodies is investigated numerically using the Finite Element simulation

software Radioss. The numerical method relies on an explicit numerical scheme. An

Eulerian and a Lagrangian formulation are considered for the fluid and the structure,

respectively. The fluid-structure interaction is based on an immersed contact inter-

face. Particular attention is given to the evolution of the hydrodynamic (positive and

negative) force and wetted surface. The numerical results are compared to experimen-

tal results from the literature for different impact conditions (maximum velocity and

penetration depth). The influence of several parameters of the numerical model is anal-

ysed to assess its robustness and improve the numerical results. The numerical model

especially shows a satisfying ability to predict suction forces.

Keywords: Numerical simulations, fluid-structure interaction, coupled6

Eulerian-Lagrangian approach, suction, cone, hemisphere7

1. Introduction8

Hydrodynamic impact arises when a solid body and a liquid enter into contact9

due to their relative motion. The study of this phenomenon is motivated by various10
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applications such as hull slamming, spacecraft (capsule) landing in water, aircraft and11

rotorcraft emergency water landing (ditching) [1, 2]. The hydrodynamic loads arising12

during water impacts can be among the most severe loads to which the structure can be13

subjected. Therefore, for some applications, hydrodynamic loads should be considered14

during the structures’ sizing and certification exposed to this kind of event.15

The phenomena occurring during a hydrodynamic impact are well known for simple16

impact conditions, such as the two-dimensional, vertical impact of a rigid body with a17

simple geometry on a quiescent fluid, neglecting gravity. Analytical approaches, often18

based on the seminal works of von Karman [3] and Wagner [4], have been developed to19

analyse the pressure distribution acting on the structure. Numerical methods offer the20

possibility to study these problems with fewer restrictions on the impact conditions.21

Ribet et al. [5] studied oblique and high-speed impacts of a sphere, wedge and ellip-22

soid using Lagrangian and ALE formulations, with comparison to experimental results.23

Faucher et al. [6] studied the vertical water impact of a cylinder using a CEL approach24

and an adapted anti-dissipative scheme for unstructured meshes. Their results com-25

pared well with the experiments in terms of cylinder deformation.26

However, with more complex impact conditions, such as the water entry and sub-27

sequent exit of a structure or oblique impacts with a large horizontal velocity, more28

complex hydrodynamic phenomena may appear. Among these hydrodynamic phenom-29

ena we can cite suction forces [7, 8, 9, 10], cavitation [11], ventilation [12], aeration [13]30

and air cushioning [14]. These hydrodynamic phenomena are difficult to model indi-31

vidually with state-of-the-art analytical or numerical approaches. Piro and Maki [8]32

numerically predicted the suction force during the two-dimensional water entry and33

exit of rigid and elastic wedges. They used a Finite Volume Method (FVM) with an34

ALE formulation and a Volume-Of-Fluid (VOF) method to model the interface be-35

tween air and water. Tassin et al. [9] obtained similar results for the same case using36

an analytical 2D approach. Del Buono et al. [15] used a hybrid Boundary Element37

Method-Finite Element Method (BEM-FEM) to model the same two-dimensional wa-38
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ter entry-exit problems. The authors compared their numerical results to analytical39

and experimental data. They highlighted the influence of gravity on the evolution of40

the hydrodynamic force, which is particularly strong during the exit phase. Both of41

these studies are in good agreement with the reference results but had been limited to42

two-dimensional and simple cases. During an aircraft ditching, the mentioned hydro-43

dynamic phenomena may happen simultaneously and influence each other (see Fig. 1),44

the structure is three-dimensional and deformable, etc. Modelling these complex hydro-45

dynamic impacts can become challenging for the mentioned analytical and numerical46

approaches. Therefore, these approaches require further development to increase their47

robustness and use during design or certification procedures.48

The present work focuses on the numerical modelling of suction forces. In a ditching49

context, suction forces develop because of a depression localised near the rear fuselage,50

where the first contact with the water occurs, as shown in Fig. 1. This phenomenon51

occurs due to the high horizontal velocity of the structure at impact and the longitudinal52

curvature of the fuselage. Recent numerical work showed that suction forces could affect53

the overall aircraft kinematics during ditching [16, 17]. It is thus crucial to consider54

this phenomenon when numerically modelling realistic industrial applications such as55

aircraft ditching.56

Figure 1: Illustration of the hydrodynamic phenomena occurring during an aircraft ditching.

Advanced numerical approaches are required to study realistic industrial applica-57

tions such as aircraft ditching. In the literature, the term advanced numerical ap-58

proaches generally refers to high-fidelity and coupled fluid and structure models using,59

for instance, explicit Finite Elements (FE) solvers. On the one hand, the structure60

is usually described with a Lagrangian approach. On the other hand, the fluid be-61
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haviour can be described using various frameworks: Eulerian, Arbitrary Lagrangian-62

Eulerian (ALE) [18], or mesh-free methods such as Smoothed Particle Hydrodynamics63

(SPH) [19, 20]. The coupling between the fluid and structural solutions is a key point64

because the interdependence between the fluid flow and structural response is impor-65

tant [21, 22].66

Advanced numerical approaches have been widely employed to study hydrodynamic67

impact problems. Stenius et al. [23, 24, 25] studied the hydroelastic response of flat68

panels during vertical hydrodynamic impact. They used a CEL approach and penalty69

method to model the fluid-structure interaction. The authors considered different im-70

pact velocities, deadrise angles, structural masses and boundary conditions. They high-71

lighted the influence of the structural behaviour on the hydrodynamic response by72

comparing the structural response and hydrodynamic loading for rigid and hydroelas-73

tic cases. N. Toso [16] studied the hydrodynamic impacts of spheres, cylinders, wedges,74

a NACA body (as reported in [7]) and a full-scale helicopter sub-floor. The author75

compared the experimental results to the results obtained with a FE method, a SPH76

method and a combined SPH-FE approach. An overall good agreement between the77

experiments and the simulations had been found, with more difficulty with modelling78

the more complex cases, particularly in terms of pressure measures. M.H. Siemann and79

B. Langrand [26] assessed the ability of SPH and Coupled Eulerian-Lagrangian (CEL)80

methods to model the oblique impact of aircraft panels undergoing large deformations.81

Recently, several studies [27, 28, 29, 30] presented simulations of complex water impact82

problems, such as three-dimensional water entry of bodies with a complex shape and83

aircraft ditching, based on the SPH method.84

From the literature, it appears that several numerical approaches can deal with wa-85

ter impact problems, from simple shapes to more realistic industrial applications. In86

particular, CEL models are commonly applied to these problems. If their capacity to87

describe impact forces (high positive pressures) is quite well established through de-88

tailed comparisons with experiments, this is not the case when complex hydrodynamic89
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phenomena occur. Studies dedicated to the modelling of three-dimensional hydrody-90

namic impacts involving suction forces and the related de-wetting process are scarce.91

In the present work, the ability of the CEL method presented in [26] to model suction92

is assessed. The issue of the evolution of the wetted surface is also considered.93

Different experimental results taken from the literature [31] are used in this work to94

assess the capacity of the computational method to model (i) suction forces and (ii) the95

water exit phenomenon. These simple test cases consist of low-velocity water entry and96

subsequent exit of different structures (cone, hemisphere) at different maximum impact97

velocities (Umax ∈ [0.4, 0.6] m/s). During the water entry and subsequent exit of the98

structures, the vertical velocity varies from −Umax (the structure enters the water)99

to Umax (the structure exits the water). Suction forces are observed because of this100

vertical velocity variation, with the maximum deceleration occurring at the end of the101

entry stage. The numerical results are compared to the experimental results in terms102

of hydrodynamic force and wetted surface radius. The numerical approach is used to103

model a ”simple” axisymmetric case using a three-dimensional formulation to assess104

its capacity to model suction loads before modelling more complex test cases closer to105

an aircraft ditching. Another relevant aspect of these test cases concerns the velocities106

considered. The order of magnitude of the velocities is close to the ones specified by the107

airworthiness authorities under aircraft ditching regulations. Indeed, during ditching,108

the airspeed is set to achieve the minimum rate of descent at touchdown. For example,109

the certification of the Airbus A320 relies on tests with a descent rate of approximately110

1 m/s [32]. In [17], the ditching of a generic rigid aircraft body had been modelled with111

a structural vertical velocity of 1.5 m/s.112

This paper is organised as follows. Section 2 provides a brief presentation of the113

water entry-exit experiments, a description of the associated numerical model and the114

analysis methods. The effect of some key numerical parameters on the numerical results115

is presented in Section 3. Section 4 compares the numerical and experimental results.116

Finally, conclusions are drawn and orientations for future research are discussed in117
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Section 5.118

2. Water entry and subsequent exit problems and associated computational119

models120

The present work focuses on the water entry and subsequent exit experiments de-121

scribed in [31]. A brief presentation of the experiments is given hereunder. Then122

follows a description of the fundamentals of the adopted fluid-structure method. Fi-123

nally, the methods used to obtain the hydrodynamic force and wetted surface radius124

are presented.125

2.1. Description of the experiments126

The water entry and subsequent exit experiments have been conducted in a water127

tank with a 6 Degrees-Of-Freedom (DOF) motion generator [31]. The 6-DOF motion128

generator enforces the displacement of the mock-up (vertical translation). During the129

experiments, the vertical velocity varies from −Umax (the structure enters the water)130

to Umax (the structure exits the water). The maximum impact velocity reached during131

the experiments (Umax) ranges from 0.4 to 0.6 m/s. The vertical position of the lowest132

point of the mock-up is defined by the equation z = h(t) and the function h(t) defined133

as:134

 h(t) = −Hsin(2π(t− t0)/T ) + δz, t0 ≤ t ≤ T/2 + t0

ḣ(t) = Umax, t ≥ T/2 + t0
(1)

where H is the maximum submergence depth, t0 is the instant when the structure starts135

decelerating (see Fig. 7), T = 2πH/Umax is the period of the structure kinematics, Umax136

is the maximum velocity, and δz = 3 mm is a small parameter introduced in [31] a137

posteriori to compensate for a vertical offset of the mock-up during the experiments.138

The acceleration is maximum at the transition between the entry and the exit phase139

(at t = T/4 + t0).140
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Transparent mock-ups made of polymethyl methacrylate (PMMA) and LED edge-141

lighting techniques have been used to improve the visualisation of the wetted surface142

(see Fig. 2 and 3), as described in [33].143

2.2. Numerical model144

The present hydrodynamic impact problem is modelled using the explicit solver145

Radioss, developed by Altair. The structures and fluid domains are three-dimensional.146

However, only a quarter of the impact problem is modelled because the problem is147

axisymmetric. This reduces the size of the model and the associated computation time.148

Moreover, it was checked that the use of symmetry conditions does not affect the results149

of the simulations. The computations have been performed using a cluster available at150

ONERA, whose characteristics are given in Table 1.151

Central Processing Unit (CPU) type Intel(R) Xeon(R) CPU E5-2650 v4
Frequency (GHz) 2.20

RAM (GB) 128
Number of CPUs 64
Computing mode Distributed memory, double precision

Table 1: Description of ONERA’s cluster: hardware and computational settings.

2.2.1. Structure modelling152

The dimensions of the mock-ups are given in Fig. 2 and 3 [31]. The structure is dis-153

cretized using Mindlin-Reissner four-nodes bi-linear shell elements of 15 mm thickness.154

The characteristic structural element size is 10×10 mm2. The normal of the structural155

elements is oriented outward (toward the water). The structure is modelled as a rigid156

body: the nodes of the structure are kinetically linked to a primary node (see Fig. 4).157
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(a) (b)

Figure 2: (a) Sketch and (b) photo of the conical mock-up used in the experiments of [31].

(a) (b)

Figure 3: (a) Sketch and (b) photo of the hemispherical mock-up used in the experiments of [31].

Figure 4: Illustration of the rigid structure model. The kinematic links between the structural nodes
(green points •) and the primary node (red point •) are represented by the red lines -.
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2.2.2. Fluid modelling158

The fluid flow is described by an Eulerian multi-material formulation (Radioss law159

51). Fluid viscosity and surface tension effects are neglected, and adiabatic conditions160

are assumed. The validity of these assumptions in the present case is discussed in161

section 5.1 of reference [31]. Two phases are considered, air and water. The interface162

between the different phases is a diffuse zone. The fluid mixture is modelled through163

a so-called six-equation model as described in [34]. The transport equation for the air164

volume fraction αa is given by:165

∂αa

∂t
+ V⃗ · ∇αa = 0 (2)

where V⃗ is the fluid velocity. The water volume fraction is then obtained by αw = 1−αa.166

The evolution of the mass density for each phase is given by Eq. (3) and (4):167

∂(αaρa)

∂t
+ div

(
αaρaV⃗

)
= 0 (3)

∂(αwρw)

∂t
+ div

(
αwρwV⃗

)
= 0 (4)

where ρa and ρw are the air and water mass density, respectively. A single velocity field168

is used to describe the motion of the different phases:169

∂(ρV⃗ )

∂t
+ div

(
ρV⃗ ⊗ V⃗

)
+∇P = 0 (5)

where ρ = αaρa + αwρw is the mass density of the mixture and P is an equilibrium170

pressure to be determined later on. The specific internal energies of the air (ea) and171

water (ew) are given by Eq. (6) and (7), respectively:172

∂(αaρaea)

∂t
+ div(αaρaea) + αaPa div V⃗ = 0 (6)
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∂(αwρwew)

∂t
+ div(αwρwew) + αwPw div V⃗ = 0 (7)

where Pa and Pw are the pressure of the air and water, respectively. Eq. (2), (3), (4),173

(5), (6) and (7) are closed by two equations of state (one for each phase). The air174

behaviour is modelled using an ideal gas equation of state:175

Pa = (γa − 1)ρaea (8)

where γa is the heat capacity ratio for air at ambient temperature. The values of the176

mentioned parameters are synthesised in Table 2. The water behaviour is modelled177

using a stiffened gas equation of state:178

Pw = (γw − 1)ρwew − γwP
∗ (9)

where γw is the heat capacity ratio for water, P ∗ is a pressure coefficient ensuring a179

stable value of the speed of sound in the medium cs, thus of the water compressibility,180

regardless of the pressure variation. In practice, Eq. (10) below is used to define P ∗.181

The values of the mentioned parameters are synthesised in Table 3.182

P ∗ =
ρ0wc

2
s

γw
(10)

The equilibrium pressure P used in Eq (5) is computed as follows. The air and183

water masses are computed for given values of αa, αw, ρa, ρw in an element:184

ma = αaρa,

mw = αwρw

(11)

Then the values for P , ea, ew, ρa, ρw, described by the system of five equations185

(Eq. (12)), are computed using a Newton-Raphson iterative method and considering186

ma and mw constant:187
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

ma

ρa
+ mw

ρw
− 1 = 0,

ea − e0a + P ·
(

1
ρa

− 1
ρ0a

)
= 0,

ew − e0w + P ·
(

1
ρw

− 1
ρ0w

)
= 0,

Pa(ρa, ea) = P,

Pw(ρw, ew) = P

(12)

The spatial discretization of the momentum balance equation (Eq. (5)) is based on188

a Lagrange-projection method [34]. The Lagrange step is dealt with using a Monotonic189

Upstream-Centered Scheme for Conservation Laws (MUSCL). This second-order ad-190

vection scheme reduces the diffusion problem at the interface between the two phases191

(i.e. air and water). Fluid nodes with an initial vertical position z0 ≥ 0 mm are initially192

located in the air sub-domain. Similarly, fluid nodes with an initial vertical position193

z0 ≤ 0 mm are initially located in the water sub-domain. As mentioned previously,194

only a quarter of the fluid domain is modelled. Symmetry conditions are applied to the195

symmetry planes of the model. For the reference mesh, the size of the fluid elements is196

equal to 2.5× 2.5× 2.5 mm3 near the structure (impact zone). The structure is located197

within the impact zone at every instant of the computation. The dimensions of the198

fluid domain are chosen large enough to avoid border effects (e.g. reflections of pres-199

sure waves) and are given in Fig. 5. The fluid domain is discretized with 8 140 520 3D200

continuum 8-node elements with one integration point. Other meshes have also been201

built, and the influence of the size of the fluid elements in the impact zone is discussed202

in Section 3.3.203

In the air domain, the air fraction is initialised to a value αair = 1 and the water204

fraction to αwater = 0. In the water domain, the air fraction is initialised to a value205

αair = ϵ and the water fraction to αwater = 1 − ϵ, with ϵ = 10−4. Introducing a small206

fraction of air into the water guarantees P > 0 and c2s > 0, thus it guarantees the207

hyperbolicity of the problem.208
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Figure 5: Dimensions and mesh of the fluid domain (in mm). Outside the impact zone, the size of the
fluid elements scales with a factor of 1.2. The cone is represented in green.

Parameters Values
γa 1.4

ρ0a 1.22 · 10−6 g/mm3

P 0
a 0.101325 MPa

Table 2: Parameters for the air equation of state: ideal gas.

Parameters Values
γw 4.4

ρ0w 1.0 · 10−3 g/mm3

P 0
w 0.101325 MPa

cs 1500 m/s

Table 3: Parameters for the water equation of state: stiffened gas.
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2.2.3. Fluid-structure interaction209

The fluid-structure interaction is modelled using a ”weak” coupling approach [22].210

The structural Lagrangian elements (primary elements) are immersed in the Eulerian211

fluid grid (secondary nodes). The structure and fluid domains are meshed indepen-212

dently and superimposed. The coupling algorithm uses an influence zone defined over213

a distance hc in the direction normal to the structure (see Fig. 6). When a fluid node is214

detected inside the influence zone, a coupling force is applied to it. The coupling force215

is computed using Eq. (13):216

F =
kc
hc

d · d̃ (13)

where hc is the contact height, kc is the contact stiffness, d is the penetration of a fluid217

node inside the influence zone of the structure and d̃ is the displacement of a fluid node218

once it is detected inside the influence zone of the structure (see Fig. 6). d and d̃ are219

computed using Eq. (14) and (15), respectively:220

d = max(0, hc− | (r⃗fluid − r⃗lag) · n⃗ |) (14)

where r⃗fluid is the position of the projected fluid node on the Lagrangian surface, r⃗lag221

is the position of the Lagrangian node.222


d d̃
dt

= (V⃗fluid − V⃗lag) · n⃗, if d > 0

d d̃
dt

= 0, if d ≤ 0
(15)

where V⃗fluid is the velocity of the fluid node, V⃗lag is the velocity of the structure. The223

value of the displacement is null at the instant ti when the fluid node enters the influence224

zone, i.e. d̃(ti) = 0. The Radioss documentation suggests to use the following values225

for hc and kc:226

hc = 1.5× lf (16)
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kc =
ρ0wU

2
maxSel

hc

(17)

where lf is the size of the fluid elements in contact with the structure, Umax is the227

structure maximum velocity and Sel is the mean surface of the structural elements.228

This method has been applied to different hydrodynamic impact problems, namely229

the vertical impact of a wedge [35], the ditching of deformable fuselage sections [26]230

and the ditching of a helicopter [36].231

Figure 6: Illustration of the penetration of a fluid node inside the influence zone of the structure, d(t).

The relative velocity of the fluid node regarding the Lagrangian (structural) element is (V⃗fluid−V⃗lag)·n⃗.

2.2.4. Initial and boundary conditions232

It has been observed that the water is pushed down and significant contact forces are233

observed before the structure reaches the undisturbed water level. This phenomenon234

is due to the contact algorithm used in the present numerical model (presence of the235

structure influence zone, see Section 2.2.3). To compensate for this phenomenon, an236

additional vertical offset equal to hc is given to the structure in the numerical simu-237

lations. Therefore, the bottom boundary of the influence zone of the structure in the238

simulations is at the same position as the (physical) structure in the experiments (see239
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Fig. 7). Hence, the motion of the structure in the simulations is prescribed according240

to Eq. (18), which is obtained by adding the term hc to Eq. (1):241

 h(t) = −Hsin(2π(t− t0)/T ) + δz + hc, t0 ≤ t ≤ T/2 + t0

ḣ(t) = Umax, t ≥ T/2 + t0
(18)

Figure 7: Position of the structure in the numerical simulations (left) and the experiments (right) at
t0, i.e. at the time when the structure starts decelerating. hc is the contact height, δz is the parameter
introduced a posteriori in the experiments, and β is the deadrise angle of the cone.

Gravity is applied to all the nodes of the model in the z⃗ direction (g⃗ = −9.81 z⃗ m/s2).242

Gravity is used to initialise the pressure field in the fluid domain using the following243

relation:244

P = P 0 + ρ0gz (19)

where P 0 = 0.101325 MPa is the initial pressure at z = 0, g is the gravity acceleration,245

ρ0 is the initial fluid mass density and z is the vertical coordinate (recall that z = 0 mm246

corresponds to the initial air-water interface).247

At the boundaries of the fluid domain corresponding to symmetry planes, the veloc-248

ity in the direction normal to the fluid domain is set at zero. Non-reflecting boundary249

conditions, based on the pressure formulation given in [37], are applied to the other250

boundaries of the fluid domain.251
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2.3. Results analysis252

For the sake of the numerical approach validation, the numerical results are com-253

pared to the experimental ones in terms of non-dimensional hydrodynamic force and254

wetted surface radius. The non-dimensional hydrodynamic, fadim, force is defined as:255

fadim =
Fz

ρU2
maxS

(20)

where Fz is the vertical hydrodynamic force acting on the rigid body due to the fluid-256

structure coupling algorithm. S = πR2 is the projected area of the structure and R is257

the structure radius.258

The relative difference between the experimental and numerical maximum and min-259

imum values of the non-dimensional forces, respectively ∆fadim max and ∆fadim min, are260

defined as:261

∆fadim max =
fadim exp max − fadim num max

fadim exp max

(21a)

∆fadim min =
fadim exp min − fadim num min

fadim exp min

(21b)

The wetted surface radius analysis requires a specific post-processing operation of262

the computational results. For this purpose, the air volume fraction in the fluid elements263

at a symmetry plane is monitored (see Fig. 8a). Then, the iso-line corresponding to a264

volume fraction of 0.5 (assumed to correspond to the position of the air-water interface)265

is extracted from this data. The wetted surface radius is taken as the radial position of266

the highest point of this iso-line (see Fig. 8b).267
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(a) (b)

Figure 8: Water entry and subsequent exit of the cone at t = 245 ms. (a) Visualisation of the volume
fraction in the fluid elements at a symmetry plane. (b) Extraction of the iso-line corresponding to a
volume fraction of 0.5, of the position of the highest point on this iso-line (blue cross +) and of the
wetted surface radius.

The evolution of the pressure has been monitored numerically at different locations268

of the structures. The position of the pressure gauges are described for the cone and269

the hemisphere in Fig 9a and Fig. 9b respectively. Note that the pressure gauges270

are located outside the influence zone of the structures. Indeed, due to the coupling271

method used in the present study (penalty method), the pressures obtained inside the272

influence zone of the structure are noisy and difficult to analyse. Inside the influence273

zone of the structure, the fluid elements contain an air-water mixture. It means that274

the volume fraction of the elements in the influence zone rapidly oscillates over time,275

between ρ0w = 10−3 g/mm3 and ρ0a = 10−6 g/mm3. The oscillations (noise) of the276

volume fraction induce the oscillations of the pressure results. The numerical results277

are presented in terms of pressure coefficient, padim (see Eq. (22)). The numerical278

pressure results are not compared to experimental results because pressures had not279

been measured during the experiments.280

padim =
P − P 0

ρ0wU
2
max

(22)

where P is the pressure measured by the gauges and P 0 is the initial pressure.281
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(a) (b)

Figure 9: Illustration (not to scale) of the pressure gauges position for (a) the cone and (b) the
hemisphere. The distance between the gauges are given in millimetres.

3. Investigation of different numerical parameters affecting the water entry282

and subsequent exit simulations283

The effect of several simulation parameters had been studied in [35] for the water284

entry of a wedge. This study helped us define guidelines for the simulation of hy-285

drodynamic impacts with the numerical method presented in this paper. It has been286

noted that the fluid elements near the impacting structure (impact zone) should be at287

least two times smaller than the structure elements to ensure fluid-structure interac-288

tion continuity. The size of the fluid elements outside the impact zone can be increased289

gradually to reduce the number of fluid elements in the model (a factor of 1.2 between290

the sizes of two adjacent elements has been found to be suitable). The impact zone291

dimensions should be equal to twice the structure dimensions. Also, the dimensions of292

the (entire) fluid domain should be large enough to avoid boundary effects. Following293

this preliminary work, the influence of different model parameters is studied in this sec-294

tion. The following points are discussed: the effect of the speed of sound in the water,295

the effect of the contact stiffness (used for the fluid-structure interaction) and the effect296

of the size of the fluid elements in the impact zone (around the structure). The results297

are presented for the water entry and subsequent exit of the cone with cmax = 250 mm298

(maximum wetted surface radius) and Umax = 0.6 m/s. The maximum wetted surface299

radius corresponds to the theoretical value obtained with the Wagner theory when the300
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penetration depth is maximum (see section 2.4 in [31]).301

3.1. Effect of the speed of sound in the water302

As presented in Section 2.2.2, the water equation of state depends on the speed of303

sound in the medium (cs), among other parameters. In explicit simulations, the stable304

time step depends on the sound celerity. Therefore, it can be beneficial in terms of305

computation time to use a speed of sound value smaller than the real value for the water306

(approximately cs = 1500 m/s). Simulations have been performed with different speed307

of sound values: cs = {200; 500; 1500} m/s (other parameters remaining identical).308

The results in terms of hydrodynamic force are presented in Fig. 10. The results show309

that decreasing the value of cs in the computation leads to a slight reduction of the310

absolute force value. This maximum value is reached at the transition between the311

entry and exit stages (note that the force is negative at this time). A decrease of 2.3%312

and 5.5% is observed for cs = 500 m/s and cs = 200 m/s, respectively, in comparison313

to the case with cs = 1500 m/s. The computation times are given in Table 4. The314

computation time needed to complete this simulation with cs = 1500 m/s is more than315

3 times higher than with cs = 500 m/s. The loss of accuracy in terms of hydrodynamic316

peak force predictions (≃ 2.3%) had been considered reasonable concerning the gain317

in computation time (3 times less). The results presented in the following paper have318

been obtained with cs = 500 m/s.319

An alternative linear polynomial equation of state has also been tested to describe320

the water behaviour (see Eq. (23)). The results obtained with both equations of state321

are very similar (for the same values of cs). The stiffened gas equation of state (Eq. (9))322

is used in the following simulations.323

P = P 0 + ρwc
2
s (23)
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Figure 10: Time history of the hydrodynamic force during the water entry and subsequent exit of the
cone, with cmax = 250 mm and Umax = 0.6 m/s, for several values of the speed of sound in the water:
c = {200, 500, 1500} m/s.

cs (m/s) 200 500 1500
Computation time (DD-hh:mm:ss) 2-08:53:01 3-11:02:05 10-11:27:38

Table 4: Simulation of the water entry and subsequent exit of the cone, with cmax = 250 mm and
Umax = 0.6 m/s. Comparison of the computation time for cs = {200; 500; 1500} m/s.

3.2. Effect of the contact stiffness324

In this section, the effect of the contact stiffness parameter kc on the hydrodynamic325

force is analysed. The numerical results obtained for the water entry and subsequent326

exit of the cone, with a fluid element size of lf = 2.5 mm, are presented in Fig. 11 for327

different values of kc.328

With the recommended value, kc0 = 0.0096 N/mm, obtained using Eq. (17), the329

force time history presents some low-frequency oscillations during the exit stage, start-330

ing when the force reaches its minimum value. Increasing the value of kc reduces these331

oscillations and the amplitude of the negative peak force. For kc ≥ 4 × kc0 , the force332

signal does not oscillate anymore, but the negative peak force value is lower than for333

higher values of kc. Convergence of the numerical results if achieved for kc ≥ 8 × kc0 .334

The amplitude of the positive peak force is less influenced by the value of kc than the335

amplitude of the negative peak force. The cone results presented in Section 4 have been336

obtained with a value of kc = 16× kc0 = 0.1536 N/mm.337

A similar convergence study has been carried out for the hemisphere case. The338
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convergence of the results has been obtained for kc = 160 × kc0 = 1.536 N/mm. This339

higher stiffness value is explained by the difference in geometry. Indeed, the flat bottom340

of the hemisphere leads to a more rapid increase of the hydrodynamic force during341

the first instants of the impact, requiring a higher contact stiffness for the numerical342

modelling. The hemisphere results presented in Section 4 have been obtained with a343

value of kc = 1.536 N/mm.344
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Figure 11: Time history of the hydrodynamic force during the water entry and subsequent exit of the
cone, with cmax = 250 mm and Umax = 0.6 m/s. Different contact stiffness are tested. The contact
stiffness kc0 = 0.0096 N/mm is obtained when using Eq. (17).

3.3. Effect of the size of the fluid elements in the impact zone345

In this section, the influence of the size of the fluid elements on the numerical346

results is investigated. Note that, as the present numerical model uses an explicit347

solver, the stable time-step of the computation also depends on the size of the fluid348

elements (via the CFL condition). The water entry and subsequent exit of the cone,349

with cmax = 250 mm and Umax = 0.6 m/s, is simulated using different sizes of fluid350

elements in the impact zone, lf = {2; 2.5; 3; 4; 5; 7.5} mm. To study the influence of351

the size of the fluid elements on the numerical results, in this section only, the vertical352

position of the structure is defined by Eq (1). The cone velocity is equal to 0.6 m/s353

until it reaches the level z = δz. The contact stiffness is set to kc = 0.1536 N/mm for354

all the fluid element sizes considered here. The results in terms of hydrodynamic forces355

are presented in Fig. 12.356
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The computation times corresponding to each numerical simulation are provided in357

Table 5. The computational time is larger when the fluid elements are smaller. Indeed,358

the number of fluid elements is higher, and the stable time step is smaller (higher359

number of time steps to reach the same physical time).360

From Fig. 12, it is observed that the duration of the stages where the force is positive361

and negative is independent of the size of the fluid elements. However, the maximum362

and minimum values of the hydrodynamic force obtained numerically decrease with lf .363

Indeed, the contact height hc is proportional to lf . Therefore, fewer fluid nodes interact364

with the structure, at a given time, for a lower value of lf . Note that, in terms of force365

amplitude, the exit phase is slightly more sensitive to the size of the fluid elements than366

the entry phase. Indeed, the maximum hydrodynamic force obtained for lf ≤ 3 mm are367

similar (difference lower or equal to 1.6 N). A more pronounced difference is observed368

for the minimum hydrodynamic force obtained for lf ≤ 3 mm (difference lower or equal369

to 3.1 N).370
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Figure 12: Time history of the hydrodynamic force during the water entry and subsequent exit of the
cone, with cmax = 250 mm and Umax = 0.6 m/s. The considered sizes of the fluid elements in the
impact zone are lf = {2; 2.5; 3; 4; 5; 7.5} mm.

lf (mm) 7.5 5 4 3 2.5 2
Total number of fluid finite elements 526 176 1 376 160 2 397 008 5 102 208 8 140 520 14 682 662
Computation time (DD-hh:mm:ss) 04:19:34 19:05:12 1-01:03:24 2-10:34:12 3-11:02:05 12-02:31:53

Table 5: Simulation of the water entry and subsequent exit of the cone, with cmax = 250 mm and
Umax = 0.6 m/s, for lf = {2; 2.5; 3; 4; 5; 7.5} mm. Comparison of the computation time and number
of fluid finite elements associated with each model. 64 CPUs were used for all computations.
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To further assess the convergence of the hydrodynamic force as a function of the371

size of the fluid elements, the Grid Convergence method (based on the Richardson372

extrapolation method [38]) has been applied to the present results. This method allows373

estimating (i) the continuum value (at zero grid spacing) of a quantity of interest from374

a series of lower-order discrete values and (ii) the error associated with the size of the375

grid used to discretize the simulation domain. The reader is referred to [39] for details376

and guidelines about the method. As explained in [40], this kind of error estimation377

method is sensitive to noise. A polynomial fit has been used on the numerical results378

to compensate for this limitation around the positive hydrodynamic force peak, where379

the oscillations are the strongest. The data used for this convergence study and the380

associated results are synthesized in Table 6. The maximum force values in Table 6 are381

obtained with the data fit.382

Φ = Fz max Φ = Fz min

lf (mm) 2, 2.5, 3 2, 2.5, 3
Φ1 58.75 N −88.69 N
Φ2 60.57 N −91.27 N
Φ3 62.41 N −94.36 N
p 1.05 1.91

Φextr
21 51.85 N −83.83 N
ea1 13.30% 5.8%
ea2 16.8% 8.88%
ea3 20.36% 12.57%

GCI21 14.68% 6.85%

Table 6: Data used to perform the convergence study based on the Grid Convergence method and
associated results.

The application of the Grid Convergence method yields an order of convergence383

of p = 1.05 for Fz max and p = 1.91 for Fz min. The estimated continuum values of384

the maximum and minimum hydrodynamic forces, together with the results obtained385

with different grid spacing, are presented in Fig. 13a and Fig. 13b, respectively. The386

maximum hydrodynamic force is extrapolated to be F extr
z max 21 = 51.85 N. The lower-387

scripts refer to the grid number (1 for lf = 2 mm, 2 for lf = 2.5 mm and 3 for lf = 3388

mm). The numerical uncertainty associated with the model lf = 2 mm, regarding389

the extrapolated value, is GCI21 = 14.68% (Grid Convergence Index). The minimum390

23



hydrodynamic force is extrapolated to be F extr
z min 21 = −83.83 N, , with a GCI21 of391

6.85%. The extrapolated relative error is the error between a value obtained for a given392

grid and the extrapolated continuous solution. This error is given by ean =| Φextr
21 −Φ n

Φextr
21

|,393

with n the grid number. The extrapolated relative error obtained for the different grid394

spacing is presented in Fig. 14. Note that for a normalized grid spacing r ≤ 1.25, i.e.395

for a fluid element size lf ≤ 2.5 mm, the extrapolated relative error remains under396

16.8% for Fz max and under 8.88% for Fz min.397
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Figure 13: Extrapolation of the (a) maximum and (b) minimum hydrodynamic force using the Richard-
son extrapolation method.
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Figure 14: Estimation of the extrapolated relative error for the maximum and minimum hydrodynamic
force associated for different normalized grid spacing.

In conclusion, the water entry and subsequent exit problem has been modelled us-398

ing different fluid element sizes. The convergence of the numerical results has been399
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estimated visually and with an error indicator based on an extrapolation method. It400

has been observed that for the considered sizes, (i) smaller fluid elements lead to more401

accurate numerical results and higher computation times, and (ii) the numerical results402

are not entirely converged. However, to maintain a reasonable computation time (with403

the model containing several millions of 3D fluid elements and the 64 CPUs used for the404

computation), it has been decided to set lf = 2.5 mm for the investigations presented405

in the following sections. The loss of accuracy in terms of hydrodynamic force peak406

predictions, in comparison with the case lf = 2 mm and with the extrapolated con-407

tinuous solution, has been considered reasonable compared to the gain in computation408

time.409

4. Comparisons with experimental results410

In this section, the numerical results are compared to experimental data from [31]411

for the water entry and subsequent exit of a cone (Section 4.1) and a hemisphere412

(Section 4.2). The evolution of the non-dimensional hydrodynamic forces and the413

wetted surface radius are considered for several maximum impact velocities (Umax ∈414

[0.6; 0.4] m/s) and maximum wetted surface radius (cmax ∈ [200; 250] mm). The evolu-415

tion of the pressure coefficient at the different gauges locations (see Fig. 9) is given for416

the cone case, with cmax = 250 mm and Umax = 0.6 m/s, and for the hemisphere case,417

with cmax = 200 mm and Umax = 0.4 m/s.418

The conclusions drawn from Section 3 are considered to define the numerical models,419

namely a water sound celerity cs = 500 m/s and a mesh size lf = 2.5 mm have been420

adopted. For the cone, the contact stiffness is set to kc = 0.1536 N/mm. For the421

hemisphere, the contact stiffness is set to kc = 1.536 N/mm.422

4.1. Water entry and subsequent exit of a cone423

In Fig. 15, the evolution of the hydrodynamic force is presented together with the424

position of the lowest point of the cone (h) and the cone velocity (ḣ) for the water entry425

and subsequent exit of a cone for cmax = 250 mm and Umax = 0.6 m/s.426

25



After the first contact between the cone (or influence zone) and the water, the427

hydrodynamic force rapidly increases and reaches a maximum (positive force peak).428

Then, the force decreases and becomes negative (suction force) as the cone decelerates429

(see Fig. 15). As outlined in [31], when the force is null the cone velocity is still directed430

downward (along −z⃗). The force reaches its minimum at the transition between the431

entry and exit stages, i.e. when the cone velocity changes sign. Finally, the force432

gradually tends to zero.433

The evolution of the non-dimensional hydrodynamic force during the water entry434

and subsequent exit of a cone is presented in Fig. 16a and 16b for cmax = 250 mm435

and cmax = 200 mm, respectively. The non-dimensional force is expressed depending436

on the non-dimensional time t∗ = Umaxt
R

. Overall, the numerical model predicts with a437

rather good accuracy the evolution of the hydrodynamic force, for two different initial438

velocities and maximum penetration depths. In particular, the times at which the439

force reaches its maximum, its minimum and changes sign are well reproduced by the440

simulations. Notice that the stage during which the force is negative is longer than the441

one during which it is positive. However, the numerical model slightly underestimates442

the magnitude of the force peaks. These results may be related to the observations443

made in Section 3.3. Larger force peak magnitudes will likely be achieved with a finer444

mesh. Indeed, a finer mesh implies a smaller contact height (see Eq. (16)) and, thus, a445

cone kinematics closer to the experiments (i.e. a greater maximum penetration depth446

in the numerical model). The difference between experiments and simulations is more447

pronounced for the case cmax = 200 mm and Umax = 0.57 m/s, with ∆fadim max = 11%448

and ∆fadim min = 5% (see Fig. 16b). It is less perceptible for the lower impact velocity449

Umax = 0.4 m/s (∆fadim max = 3% and ∆fadim min = 9%) because of the oscillations of450

the experimental data.451

During the entry stage, the evolution of the hydrodynamic force is independent of452

the velocity of the structure. The results diverge starting from the transition between453

the entry and exit stages, around t∗ = 0.25 and t∗ = 0.18 in Fig. 16a and Fig. 16b454
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respectively. This divergence highlights the effect of the structure velocity, hence of455

gravity, on the evolution of the hydrodynamic force during the exit stage, as commented456

in [15]. For both experimental and numerical results, the effect of gravity is more457

pronounced for the lower values of Umax.458

Figure 15: Time history of the hydrodynamic force, position of the lowest point of the cone (h) and the
cone vertical velocity (ḣ) during the water entry and subsequent exit of a cone with cmax = 250 mm
and Umax = 0.6 m/s.
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Figure 16: Evolution of the non-dimensional hydrodynamic force depending on the non-dimensional
time during the water entry and subsequent exit of the cone, with (a) cmax = 250 mm and Umax =
{0.4; 0.6} m/s and (b) cmax = 200 mm and Umax = {0.4; 0.57} m/s.

The evolution of the pressure coefficient measured at the gauges p1-p5 during the459

water entry-exit of the cone (cmax = 250 mm and Umax = 0.6 m/s) is presented in Fig 17.460

This configuration features the maximum suction force amplitude of the configurations461

considered in this study. Positive pressure peaks are observed for the gauges p1 to p4462

at the beginning of the entry stage (t∗ ≤ 0.24). The amplitude of the positive pressure463
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peaks decreases as the cone decelerates: padim max p2 > padim max p3 > padim max p4. The464

relative pressure changes sign as the cone decelerates, around t∗ ≃ 0.24, similarly to465

the instant when the hydrodynamic force changes sign (see Fig. 16a). The minimum466

relative pressures are measured around t∗ ≃ 0.33. The minimum relative pressure are467

comprised between padim = −0.63 for p5 and padim = −1.47 for p3. Finally, the pressure468

returns toward padim = 0 at the end of the exit stage. One can note that the gauge p5469

does not measure a positive pressure peak during the simulation. For this configuration,470

the occurrence of the minimum relative pressures corresponds to the occurrence of the471

minimum hydrodynamic force observed in Fig. 16a. It is however impossible to conclude472

about the accuracy of these pressure evolutions, as no corresponding experimental data473

is available.474
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Figure 17: Evolution of the pressure coefficient at the gauges p1-p5 during the water entry and
subsequent exit of the cone, with cmax = 250 mm and Umax = 0.6 m/s.

The evolution of the wetted surface radius for the water entry and subsequent exit475

of the cone is presented in Fig. 18a and 18b, for cmax = 250 mm and cmax = 200 mm,476

respectively. The numerical results stop before the experimental ones because the477

duration of the numerical simulations is inferior to the duration of the experiments,478

but note that the hydrodynamic force is already almost equal to zero at this stage479

(compare Fig. 16 and 18). For the considered body geometries and kinematics, the480

maximum wetted surface radius is attained when the penetration depth of the structure481
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is maximum, i.e. when the cone velocity changes sign.482

Overall, the numerical model accurately predicts the evolution of the wetted surface483

radius. However, it slightly underestimates the maximum value of the wetted surface484

radius. This is probably due to the absence of the water jets generated during the485

impact in the simulation. Indeed, the size of the fluid elements near the structure486

remains too large to model these thin jets. The numerical model also predicts a milder487

decrease of the wetted surface radius towards the end of the simulation.488
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Figure 18: Time history of the wetted surface radius during the water entry and subsequent exit
of the cone, with (a) cmax = 250 mm and Umax = {0.4; 0.6} m/s and (b) cmax = 200 mm and
Umax = {0.4; 0.57} m/s.

4.2. Water entry and subsequent exit of a hemisphere489

The evolution of the non-dimensional hydrodynamic force during the water entry490

and subsequent exit of a hemisphere is presented in Fig. 19a and 19b, for cmax = 250 mm491

and cmax = 200 mm, respectively. The non-dimensional force is expressed depending492

on the non-dimensional time t∗ = Umaxt
R

.493

Contrary to the cone case, the non-dimensional hydrodynamic force is higher during494

the entry stage than during the exit stage. Otherwise, the observations are similar495

to those made for the cone. The numerical model accurately predicts the evolution496

of the hydrodynamic force. The case cmax = 200 mm and Umax = 0.4 m/s aside,497

∆fadim max/min ≤ 5%. For the case cmax = 200 mm and Umax = 0.4 m/s, the difference498

between the experimental and numerical minimum force amplitudes is particularly high499
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due to the oscillations of the experimental measures (∆fadim min ≃ 19%, see Fig. 19b).500

The effect of gravity on the evolution of the hydrodynamic force is also similar for the501

hemisphere. During the entry stage, the hydrodynamic force evolution is independent502

of the velocity of the structure. The results start diverging at the transition between503

the entry and exit stages, around t∗ = 0.15 in Fig. 19b. Finally, the effect of gravity is504

more pronounced for the lower values of Umax.505

In addition, a couple of observations can be made for the case cmax = 250 mm506

and Umax = 0.6 m/s. Firstly, a temporal discrepancy occurs at the end of the en-507

try stage: the negative non-dimensional force peak occurs later in the simulation (see508

Fig. 19a). This temporal discrepancy is also visible for the case cmax = 200 mm and509

Umax = 0.56 m/s (see Fig. 19b). Secondly, the force measured experimentally at the510

end of the exit stage becomes positive before decreasing toward zero. Note that this511

phenomenon has also been observed numerically for the water entry and exit of an512

expanding and contracting circular cylinder (see Section 4.3., Fig. 8.c and 8.d, in refer-513

ence [9]). The present numerical model predicts a different tendency: a gradual increase514

of the hydrodynamic force toward 0 N at the end of the exit stage. The reasons for this515

difference are unknown.516
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Figure 19: Evolution of the non-dimensional hydrodynamic force depending on the non-dimensional
time during the water entry and subsequent exit of the hemisphere, with (a) cmax = 250 mm and
Umax = 0.6 m/s and (b) cmax = 250 mm and Umax = {0.4; 0.56} m/s.

The evolution of the pressure coefficient, measured at the gauges p1 to p5 during the517

water entry-exit of the hemisphere (cmax = 200 mm and Umax = 0.4 m/s) is presented518
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in Fig 20. This configuration features the minimum suction force amplitude of the519

configurations considered in this study. Positive pressure peaks are observed for the520

gauges p1 to p3 at the beginning of the entry stage (t∗ ≤ 0.2). The amplitude of521

the positive pressure peaks decreases as the hemisphere decelerates: padim max p2 >522

padim max p3. A slightly negative relative pressure is observed for the gauges p2 and p3523

starting from t∗ ≃ 0.22. After the positive pressure peak, aside from the gauges p2 and524

p3, the relative pressure decreases toward padim = 0 at the end of the exit stage and525

remains positive. These results seem consistent with the low value of the suction force526

observed in Fig. 20. Again, it is impossible to conclude about the accuracy of these527

pressure evolutions, as no corresponding experimental data is available.528
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Figure 20: Evolution of the pressure coefficient at the gauges p1-p5 during the water entry and
subsequent exit of the hemisphere, with cmax = 200 mm and Umax = 0.4 m/s.

The evolution of the wetted surface radius for the water entry and subsequent exit of529

the hemisphere had not been measured experimentally, as explained in [31]. Therefore,530

the corresponding numerical results are not presented.531

5. Discussion and conclusion532

In the present work, simulations of the water entry and subsequent exit of a cone533

and hemisphere have been analysed. Particular attention has been dedicated to the534

suction force prediction and the wetted surface evolution. As explained in the intro-535

duction, suction forces play an important role during aircraft ditching. The objective536
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of the present study has been to assess the capacity of the presented numerical method537

to model suction forces. The computations have been carried out using a CEL ap-538

proach and the explicit solver Radioss, developed by Altair. This numerical method539

is adapted to address both simple and more complex three-dimensional hydrodynamic540

impact problems. Comparisons have been made with existing experimental results.541

Overall, the numerical results are in good agreement with the experimental results. In542

particular, the numerical model predicts quite well the evolution of the hydrodynamic543

force and the transition from positive to negative (suction) force observed in the ex-544

periments (ranging from 60 N to −75 N). The fluid-structure interaction method is not545

able to model the thin jet generated during the impact, as observed in the experiments.546

Indeed, the size of the fluid elements near the structure is too large compared to the547

thickness of the jets. This may explain the slight underestimation of the wetted surface548

radius by the numerical model. Nonetheless, the evolution of the wetted surface is549

overall satisfactorily predicted. The sensitivity of the numerical results to different nu-550

merical parameters has been studied, especially to the contact stiffness and the size of551

the fluid elements in the impact zone (near the structure). The uncertainty associated552

with the results obtained for different sizes of fluid elements has been estimated using an553

extrapolation method. It appeared that the convergence of the numerical results could554

be attained with a finer spatial discretization of the fluid domain. However, a finer555

spatial discretization would drastically increase the computational cost as the model is556

3D and features several millions of fluid elements. Therefore, an intermediary size of557

fluid elements has been selected as a compromise between precision and computational558

cost.559

The evolution of the local pressure has been presented for two of the studied config-560

urations: the cone case, with cmax = 250 mm and Umax = 0.6 mm; and the hemisphere561

case, with cmax = 200 mm and Umax = 0.4 mm. The cone and hemisphere cases562

respectively feature the maximum and minimum suction force amplitudes of the con-563

figurations considered in this study. These results show that the present method is able564
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to provide insight into local pressure variations (near the structure) during water entry565

and subsequent exit problems. A negative relative pressure is observed for the cone566

case, and almost no negative relative pressure is observed for the hemisphere. Unfor-567

tunately, the experimental results do not include pressure measurements. Therefore,568

it is not possible to conclude about the accuracy of these pressure evolutions. How-569

ever, as hydrodynamic impacts feature high spatial and temporal pressure gradients,570

it is supposed that a finer spatial discretization of the fluid domain would improve the571

precision of the computed pressure. The use of smaller fluid elements would obviously572

induce higher computation times.573

This numerical method, validated for water entry and subsequent exit experiments574

led in a laboratory, could be applied to water impact simulations in realistic ditching575

conditions. Notice that the vertical velocity order of magnitude in the present cases is576

similar to the vertical velocity order of magnitude of an aircraft during ditching (less577

than 5 m/s). For instance, in [17], the ditching of a generic rigid aircraft body has been578

modelled with a structural vertical velocity of 1.5 m/s. Moreover, the same numerical579

method has been proved efficient to model high-velocity hydrodynamic impacts [35].580

Future work will be dedicated to performing simulations and new experiments for581

more complex hydrodynamic impacts, more representative of realistic ditching condi-582

tions, involving a horizontal velocity and a wavy free surface. Also, the cavitation phe-583

nomenon could be considered in the present numerical method. Indeed, it is possible to584

take into account a cut-off pressure corresponding to the physical water vapour pressure585

(at a given temperature) in the water equation of state. Cavitation acts like a natural586

limit for the suction forces as it limits the magnitude of negative (relative) pressure587

in the water. Therefore, considering cavitation would be interesting when modelling588

hydrodynamic impacts with higher impact velocities, such as aircraft ditching [41].589
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