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Abstract 

The observation of the three-dimensional geometrical evolution of mooring chain links exposed to the marine 

environment can be achieved by using 3D scanners. Successive surveys make it possible to precisely identify the 

location, shapes and quantities of material loss by corrosion or fretting in interlink contact areas. However, the 

comparison is only possible after an alignment of the obtained scans, because they are not expressed in the same 

reference marks. The usual point cloud alignment algorithms not being adapted to the expected accuracy, the 

carried out work implements a new algorithm based on the iterative closest point method (ICP). The developed 

iterative process of alignment, moves the point cloud corresponding to the aged link onto the new link, after 

detecting and deleting the points located in the areas of localized material losses (pitting corrosion or wear), and 

after adding an extra layer on the remaining surfaces, of a value corresponding to the loss of material by a 

generalized corrosion assumed to be constant. The tests carried out on perfect meshes from CAD constructions 

show a convergence of the alignment process towards a sufficient precision with regard to the work objectives. 

Future work can now be considered to test the robustness of the method on meshes from scans of real links or any 

other mechanical part subject to the same type of physico-chemical aggression that have been in the marine 

environment. 
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1. Introduction 

1.1. Research issue 

In the maritime domain, floating structures are anchored to the seabed by mechanical devices usually 

comprising chains. The design of these marine anchors depends on functional constraints, the characteristics of 

the implantation sites and the necessary compromises between strength, induced masses and the available reserves 

of buoyancy. The numerous parameters to be taken into account necessarily influence the interlink movements 

and the tension supported by the chains. The speed of material loss and wear geometries are therefore variable, 

and difficult to estimate. As an exemple, Fig. 1(a) illustrates the wear of a chain used to hold a mooring pontoon 

in a harbor area. This wear, which is groove-shaped and located in the bend of the link, was reproduced 

experimentally by (Lotfollahi Yaghin and Melchers, 2015) in order to identify the influential parameters and 

estimate the changes in material loss over time. Fig. 1(b) shows the wear of a chain used for positioning a marine 

signal buoy in shallow water. The material loss is present over the entire surface of the link and is accentuated in 

the bends, where there is contact between links. 

 

  
(a) (b) 

Fig. 1. (a) Interlink wear observed on a mooring pontoon chain in a harbour area. (b) Worn link of a chain used for 
anchoring a marine signal buoy. 
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In the last decade, several studies have identified cases of anchor line failures as well as their origins (D’Souza 

and Majhi, 2013; Fontaine et al., 2014; Ma et al., 2013). Among these, interlink wear has been identified as one 

of the parameters requiring further investigation, since, at the contact zone, the reduced diameter contributes to a 

significant reduction in mechanical strength, which can lead to failure (Gordon et al., 2014). Today, maintenance 

departments check in situ, once to several times a year, for material losses that are expressed as a percentage of 

the nominal link diameter. These components must be replaced if this percentage exceeds a maximum value that 

varies according to use: from 5% in the offshore field (IACS, 2010), up to 40% in the field of maritime signalling 

(CEREMA, 1997; IALA, 2010). It is noteworthy that this control criterion is not related to the 3D geometry of the 

material losses, but it is obvious that residual strength is closely related to the type of wear encountered. For 

example, this control criterion is the same for the two wear patterns described in Fig. 1 as well as for other more 

atypical material losses, such as the one described in Fig. 2, which is due to a bio-corrosion phenomenon (Eashwar 

et al., 1992; Murugan et al., 2020). As a result of these considerations, there is some uncertainty about the validity 

of the commonly used link control criterion, and several further studies have therefore been conducted on this 

subject, including those carried out by the SCORCH JIP (Seawater COrrosion of Ropes & CHain Joint Industry 

Project) (Potts et al., 2018). 

 

Fig. 2. Bio-corroded link after high pressure cleaning 

In order to further improve the knowledge of the relationships between residual strength of mooring chains and 

3D wear geometries, a method is here provided that will allow to precisely describe the typologies of material loss 

encountered - wear or corrosion - as well as their spatial distribution on the link, and the quantities of material loss. 

This work can be envisaged with the use of 3D scanners, which enable contact-free measurements to be taken, 

often with the use of laser or by projecting structured light. This technology provide point clouds, or after computer 
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processing, provide files, for example STL (Standard Tesselation Language), containing more information such 

as the surface mesh (see Fig. 3), the associated normals or possibly colours. 

 

 

Fig. 3. Scan of stud link. 

In order to identify the material losses of a link, it is necessary to compare its 3D geometries, before and after 

being in the marine environment. This comparison is only possible if the geometries are superimposed, i.e. written 

in the same reference frame. For example, this superposition can be achieved by using a shape recognition 

algorithm that aligns each scan to a theoretical link skeleton (Emmanuel Fontaine et al., 2014). However, this 

process depends on the theoretical shape of the skeleton used, which does not take into account neither 

manufacturing tolerances nor the presence of material losses due to corrosion or wear. It is therefore proposed here 

to directly align the 3D geometries of the links by a new method whose performance will be evaluated, without 

using a theoretical link skeleton. This alignment operation is termed "registration", a mathematical process that 

allows the writing of data in the same coordinate system, while minimising alignment error. An early publication 

on this subject termed this problem "Orthogonal proscrustes" (Hurley and Cattell, 1962). Today, most registration 

methods are based on an algorithm called "Iterative Closest Point", which was proposed by (Besl and McKay, 

1992) and which identifies the rigid-body motion allowing the superposition of data. The numerous applications 

of this method to the different specificities encountered have led to a significant increase in publications in this 

field since the 2000s. Several bibliographical studies list these applications and sometimes propose performance 

comparisons (Bellekens et al., 2015; Bowyer et al., 2006; Fontana et al., 2020; Pomerleau et al., 2015). In our case, 

the goal is the accurate superposition of two scans describing a link whose geometry has varied due to fretting and 

corrosion. It is therefore proposed in this publication to validate a robust and automatic method, derived from the 

Iterative Closest Point (ICP) algorithm to achieve the defined goal. 
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1.2. Means and methods for acquiring 3D images 

The data that will be used in this study are of two types. The first is from CAD objects whose parameterised 

construction enables exact geometries to be defined. The other is from scans of real links, either naturally worn in 

the marine environment, or new. As the chain links cannot be dismantled and monitoring the wear over time 

imposes a non-destructive measurement method, the sampling of a single link to obtain these data is prohibited. 

The links are therefore scanned in the presence of the two adjacent links, but also in the presence of a holding 

device. Consequently, it is necessary to perform several successive scans (see Fig. 4) from different perspectives 

in order to acquire the entire geometry of the part. The data are then processed on the 3D scanner manufacturer's 

software (Artec studio professional 15, 2020) and exported as STL files. These files describe the surface of the 

parts by means of meshes composed of facets whose vertices are defined in a Cartesian reference frame. 

 

 

Fig. 4. Scan of stud link without processing, with the holding support and the adjacent links. 

The scans of the links are carried out with a calibrated hand-held device of the Artec Space Spider type with a 

measurement error, as claimed by the manufacturer, of less than 0.05 mm (error control carried out from 

measurement tests on calibrated spheres). The resolution of the device, which corresponds to the minimum size of 

the edges of the mesh, is equal to 0.15 mm. Subsequently, in order to acquire maximum information on the contact 

wear between links, it was decided to choose values close to the minimum resolution of the device, despite the 

negative consequences in terms of the storage capacity required and the computation time induced. The algorithm 

proposed in this publication was developed in Python 3.6, in the Anaconda environment. The library used to 

facilitate the use of the STL files is Trimesh (Dawson-Haggerty, 2019). All computations were performed on a 

Dell Latitude 5590-16, i5-8350U computer with 16 GB of RAM. 
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1.3. Designation and coordinate system 

To name the links, three defined parameters from the new geometries are usually used: the diameter 𝑑, the 

length coefficient C  and the width coefficient C . The length coefficient multiplied by the diameter is equal to the 

length L  of the link, the width coefficient multiplied by the diameter is equal to the width L  of the link (see Fig. 

5(a)). For example, a stud link named 40-6-3.4 has a diameter of 40 mm, a length of 240 mm and a width of 136 

mm, before aging. 

 

  
(a) (b) 

Fig. 5. (a) Link size. (b) Reference mark of the link. 

The local orthonormal reference frame 𝑅(𝑂, �⃗�, �⃗�, 𝑧) associated with the links is defined in Fig. 5(b). The origin 

is located at the geometric center of the link. The direction of the �⃗� axis is along the longest length of the link and 

is oriented toward the seafloor for the actual links. The direction of the �⃗� axis is laterally toward the weld. The 𝑧 

axis is the complementary axis. 

2. Distance measurement 

As the ultimate objective of this work is to identify losses of material, it is necessary to compare the geometries 

of a link, in two different states, based on distance calculations. Moreover, the registration algorithm that will be 

described in this publication is based on the minimisation of a criterion that too is built from the distances between 

the three-dimensional meshes of the two links analysed. The ability to accurately measure a distance between two 

meshes is therefore central to the general process of losses of material identification. It is therefore essential here 

to provide a detailed description of the two distance calculation methods that will be used later. 
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2.1. Point-to-point distance 

2.1.1. Point-to-point distance description 

Let 𝑆  be a real surface supporting a mesh 𝑀  whose nodes form a point cloud 𝑃𝑐  composed of 𝑛  points 𝑃 . 

Let 𝑄  be any point in space, and 𝑄  and 𝑃  have coordinates �⃗�  et 𝑝  respectively in the Cartesian reference frame 

𝑅 (𝑂, �⃗� , �⃗� , 𝑧 ). 

 

The distance from 𝑄  to 𝑃 , denoted 𝑑 𝑄 , 𝑃 , is the Euclidian distance such that: 

 

𝑑(𝑄 , 𝑃 ) = 𝑝 − �⃗�  (1) 

 

The distance from 𝑄  to the surface 𝑆 , denoted 𝑑 𝑄 , 𝑆 , is approximated in this first method by the distance 

from 𝑄  to the point cloud 𝑃𝑐 , denoted 𝑑 𝑄 , 𝑃𝑐 . This distance is defined as the distance from 𝑄  to its nearest 

point, within 𝑃𝑐 : 

 

𝑑 𝑄 , 𝑆 ≅ 𝑑 𝑄 , 𝑃𝑐 = 𝑚𝑖𝑛 ∈ , [𝑑(𝑄 , 𝑃 )] (2) 

 

Let 𝑃 (𝑄 ) be the 𝑘  point closest to 𝑄  within 𝑃𝑐 , such that the distance from 𝑄  to the point cloud 𝑃𝑐  can 

be written : 

𝑑 𝑄 , 𝑃𝑐 = 𝑑 𝑄 , 𝑃 (𝑄 ) (3) 

 

The distances obtained are signed as a function of the normal  𝑛 𝑃 (𝑄 )  to the surface 𝑆  , at the closest point 

𝑃 (𝑄 ). This normal has an outwardly direction from the material, and the distances are considered positive if 

(𝑝⃗(𝑄 ) − �⃗� ). �⃗� 𝑃 (𝑄 ) ≥ 0. The normal 𝑛 𝑃 (𝑄  )  is obtained relatively simply in this first distance 

calculation method, by the normalised sum of the normals of the facets adjacent to the point 𝑃 (𝑄 ). 

 

Since 𝑛 , the number of points of the mesh 𝑀 , is often high, the computation time 𝑂 𝑛  associated with 

identifying the closest point 𝑃 (𝑄 ) is significant. It is therefore preferable to partition the space in order to reduce 

this computation time. It is proposed here to use a k-d tree (Maneewongvatana and Mount, 1999), which iteratively 
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partitions the parent space, for example, by dividing it equally. After constructing a single tree in the algorithm, 

for a computation time 𝑂 𝑛 log 𝑛 , the search time for the nearest point in this tree drops to around 𝑂 log 𝑛 . 

In addition to the computation time benefit, k-d tree implementations, for example (“Scipy spatial KDTree,” 2011), 

make it easy to identify the first 𝑘 nearest points 𝑃 (𝑄 ), constrained, if necessary, by a maximum distance to the 

point 𝑄  which is not to be exceeded. 

2.1.2. Point-to-point distance tests 

Since the point cloud 𝑃𝑐  is a real representation of the real surface 𝑆 , it is necessary to question the error 

made by computing 𝑑 𝑄 , 𝑃𝑐  instead of  𝑑 𝑄 , 𝑆 . In the following example, we consider a spherical surface 

𝑆  of radius 𝑅 positioned at O, the center of the Cartesian reference frame. This sphere is the support for a triangular 

mesh 𝑀  whose edge length does not exceed the value 𝑏 . A number 𝑛  of points 𝑄  is randomly generated and 

the distances 𝑑 𝑄 , 𝑃𝑐  are computed using the point-to-point method and compared to the exact distances 

𝑑 𝑄 , 𝑆 . The fixed values are as follows: 𝑅 = 10 mm, 𝑏 = 0.207 mm and 𝑛 = 5000. 

 

Fig. 6 plots the absolute value of the error made as a function of ‖�⃗� ‖, the distance from origin O to the point 

𝑄 . This figure shows that the closer the 𝑄  points are to the sphere, the larger the error is. The processing time that 

was required to calculate these 𝑛  distances is equal to 15.6 s. 

 
 𝑅 = 10 𝑚𝑚, 𝑏 = 0.207 𝑚𝑚, 𝑛 = 5000 
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Fig. 6. Errors concerning distances computed between random points and a sphere. The distances are estimated using the 
point-to-point method. 
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A simple reasoning illustrated by Fig. 7 shows that points 𝑄 , close to the real surface 𝑆 , necessarily induce a 

significant error. The maximum error, 𝑏 /2, is reached in the unfavorable case where the point 𝑄  is located in the 

middle of the longest edge of the mesh. 

 

Fig. 7. Approximation in a point-to-point distance calculation. Here, 𝐻(𝑄 ) is the closest point to 𝑄  on 𝑆 . 

Consequently, the distance calculation method presented here can be adapted if the distances to be measured 

are large with respect to 𝑏 , the maximum length of the edges of the mesh. As this value is close to 0.15 mm in 

our work and as the expected accuracy in our calculations is much lower than the accuracy of the measuring device 

(0.05 mm), a more precise method of calculating distance has been developed. 

2.2. Point-to-curve distance 

2.2.1. Point-to-curve distance calculation 

In order to improve the accuracy of the distance calculation, it is proposed to locally approximate the surface 

𝑆  by means of a polynomial smoothing curve 𝐶 (𝑄 ), constructed from the first 𝑚 closest points to 𝑄 . The 

distance of the point 𝑄  to the surface 𝑆  is thus calculated, using this method, by means of the distance from 𝑄  

to the nearest point 𝐻(𝑄 ) forming part of the curve 𝐶 (𝑄 ). 

 

𝑑 𝑄 , 𝑆 ≅ 𝑑 𝑄 , 𝐶 (𝑄 ) = 𝑚𝑖𝑛 ∈ ( )[𝑑(𝑄 , 𝑃)] = 𝑑 𝑄 , 𝐻(𝑄 ) (4) 

 

The smoothing operation is performed in a new reference frame 𝑅 (𝑂, �⃗� , �⃗� , 𝑧 ) such that the normal to the 

first nearest point is carried by 𝑧 . In this new reference frame 𝑅 , a point 𝑃 with coordinates (𝑥, 𝑦, 𝑧) forms part 

of the smoothing curve  𝐶 (𝑄 ) if its coordinates verify equation (5). 

 

𝑧 = 𝑓 (𝑥, 𝑦) = 𝑐 𝑥 + 𝑐 𝑦 + 𝑐 𝑥 𝑦 + 𝑐 𝑥𝑦 + 𝑐 𝑥 + 𝑐 𝑦 + 𝑐 𝑥𝑦 + 𝑐 𝑥 + 𝑐 𝑦 + 𝑐  (5) 
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In the plane (𝑂, �⃗� , �⃗� ), the area that is defined by the smallest oriented rectangle containing the projections of 

the 𝑚 nearest points is called the area of interest 𝐼𝑧(𝑄 ) of the point 𝑄 . The maximum and minimum 𝑧 coordinates 

of the set of points 𝑃 (𝑄 ) are respectively 𝑧  and 𝑧 . In order to limit the search area of the point 𝐻(𝑄 ), a search 

area 𝑅𝑧(𝑄 ) (see Fig. 8) smaller than 𝐼𝑧(𝑄 ) has been defined. Due to the definition of the reference frame 𝑅 , it 

is notable that the direction of the line 𝑄 𝐻(𝑄 )  is close to 𝑧 . Therefore, the search area 𝑅𝑧(𝑄 ) of point 𝑄  is 

centred on the projection of point 𝑄  in the plane (𝑂, �⃗� , �⃗� ). Assuming that the projection of 𝐻(𝑄 ) in the plane 

(𝑂, �⃗� , �⃗� ) is no further away than that of the second closest point 𝑃 (𝑄 ), the geometry of the search area can be 

defined by an oriented square whose side 𝑏(𝑄 ) is given by equation (6). 

 

𝑏(𝑄 ) = 2 × max  {𝑎𝑏𝑠 [(𝑝⃗(𝑄 ) − �⃗� ) . �⃗� ], 𝑎𝑏𝑠[(𝑝⃗(𝑄 ) − �⃗� ) . �⃗� ]} (6) 

 

 

Fig. 8. Illustrative diagram of the definition of smoothing. 

It is proposed, in this method of distance calculation, to successively increment the degree of the polynomial 

until the smoothing is considered correct. The defined smoothing is thus planar, otherwise quadric, otherwise 

cubic. At each polynomial degree, the quantity 𝑚 of nearest points used must simply be greater than or equal to 

the number of parameters sought. It was considered preferable to keep this value 𝑚 fixed whatever the degree of 

the polynomial so that the area of interest 𝐼𝑧(𝑄 )  remains relatively constant whatever 𝑄 . A value equal to 12 

was considered sufficient during our calculations. Once parameters 𝑐  are identified, the smoothing is considered 

valid if it verifies three conditions. 

 

First condition:  at each of the 𝑚 closest points 𝑃 (𝑄 ), the absolute value of the error remains less 

than 𝑒 (mm), an imposed value (e.g. 0.005 mm). 
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𝑧 ( ) − 𝑓 𝑥 ( ), 𝑦 ( ) ≤ 𝑒  , ∀𝑘 ∈ (1, 𝑚) (7) 

 

Second condition:  in the search area 𝑅𝑧(𝑄 ), the z−coordinates of the curve 𝐶   must remain bounded 

between 𝑧 − 𝑒  and 𝑧 + 𝑒  

 

𝑧 − 𝑒 ≤ 𝑓 (𝑥, 𝑦) ≤ 𝑧 + 𝑒  , ∀(𝑥, 𝑦) ∈ 𝑅𝑧(𝑄 ) (8) 

 

Third condition:  no point 𝑃 (𝑄 ) among the points closest to 𝑄  is located on a border of the mesh 𝑀 . 

 

The first condition reflects the need for 𝐶 (𝑄 ) to pass as close as possible to the points 𝑃 (𝑄 ), material points 

extracted from the mesh of the surface S . The second condition is related to the possibility that the points 𝑃 (𝑄 ) 

are partially aligned, which leads to inappropriate curves 𝐶 (𝑄 ), with strong undulations (see Fig. 9). This 

phenomenon is often observed for meshes obtained from CAD constructions. The third condition prohibits 

distance measurements on mesh borders. 

 

 

Fig. 9. Cp curve on partially aligned points, resulting in inappropriate smoothing 

If one of the conditions for the validity of 𝐶 (𝑄 ) is not verified, the distance calculation method described here 

does not return any result for the point Q  concerned. If all the conditions are validated, the distance of Q  to the 

real surface S  is then approximated by the minimal distance of Q  to the analytical curve 𝐶 (𝑄 ). The search for 



12 
 

this minimum value is performed by sequential quadratic programming (Kraft, 1988) on the search area 𝑅𝑧(𝑄 ) . 

In other terms: 

 

𝑑 𝑄 , 𝑆 ≅ 𝑑 𝑄 , 𝐶 (𝑄 ) = 𝑑 𝑄 , 𝐻(𝑄 ) = 𝑚𝑖𝑛( , )∈ ( ) 𝑑 𝑄 , 𝑃 𝑥, 𝑦, 𝑓 (𝑥, 𝑦) (9) 

 

The distances obtained are signed as a function of the normal 𝑛 𝐻(𝑄 ) , which is external to the surface 𝐶 (𝑄 ) 

and located at the nearest point 𝐻(𝑄 ). This normal is computed, in a postprocessor, by means of a derivation of 

the function 𝑓 . Ultimately, this distance calculation method allows us to obtain : 

 

- the distance 𝑑 𝑄 , 𝑆 ,  

- the nearest point 𝐻(𝑄 ) on 𝐶 (𝑄 ), 

- a set of points Q  on the basis of which the smoothing is rejected, 

- in a postprocessor, by means of a derivation of 𝑓 , the computation at the point 𝐻(𝑄 ) of the normal to 

the curve 𝐶 (𝑄 ), denoted  𝑛 𝐻(𝑄 ) . 

2.2.2.  Point-to-curve distance tests 

2.2.2.1. Application on sphere 

It is proposed here to take the example of the sphere from paragraph 2.1.2 and to carry out the distance error 

calculations of the point-to-curve method for two calculation accuracies: 𝑒  : 0.005 mm and 0.002 mm. The 

processing times are measured and compared to those of the point-to-point method by estimating a percentage 

increase. The results are summarised in Table 1. 

Table 1 – Calculation error concerning sphere 

 𝑒  (mm) Quantity 

of planar 

smoothing 

Quantity of 

quadric 

smoothing 

Quantity of 

cubic 

smoothing 

Maximum 

error 

(mm) 

Calculation 

time (s) 

Increase of 

calculation 

time (%) 

Case 1 0.005 5000 0 0 0.0037 26.01 67 

Case 2 0.002 0 5000 0 4.7e-7 38.64 147 
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The results show that for an expected accuracy of 0.005 mm, a planar smoothing is sufficient. For the value of 

𝑒  of 0.002 mm, a quadric smoothing is systematically selected and the calculated error is very close to zero. 

Concerning the calculation times, they are much higher than those obtained for the point-to-point method. It is 

also possible to observe that these errors no longer depend on the proximity of 𝑄  to the sphere (see Fig. 10), which 

was the goal. 

 
 𝑅 = 10 𝑚𝑚, 𝑏 = 0.207 𝑚𝑚, 𝑛 = 5000, 𝑒 = 0.005 𝑚𝑚  
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Fig. 10. Error concerning distances calculated between random points and a sphere. Distances are estimated using the 

point-to-curve method. 

2.2.2.2. Applications to chain links 

In this example, several point-to-curve distance calculations are processed from six different studless link 

geometries, superimposed in pairs, in the same reference frame. For each case, 5000 distance calculations are 

performed, the 𝑒  value is taken to be 0.005 mm, then 0.002 mm. Links 𝐿𝑖 , 𝐿𝑖 , 𝐿𝑖 , 𝐿𝑖  are links obtained by 

means of CAD construction. Links 𝐿𝑖 , 𝐿𝑖 , 𝐿𝑖  are derived from link 𝐿𝑖  (see Fig. 11(a)) after a material thickness 

reduction 𝑡  of 0.05 mm, 0.5 mm and 5 mm, respectively. The expected distances for the distance calculations 

then correspond to these material thickness reductions. The link 𝐿𝑖  (see Fig. 11(b)) is from the scan of a new link 

with a relatively smooth surface. Link 𝐿𝑖  (see Fig. 11(c)) is from a worn link scan with a rough surface, highly 

altered by bio-corrosion. Since these last two links are superimposed on themselves, the expected distances are 

zero. The characteristics of the six links are shown in Table 2. The results of the distance calculations are 

summarised in Table 3. 
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Table 2 – Characteristics of the links 

Links 𝑏  (mm) 𝑡  (mm) 𝑛  File size 

(Mo) 

𝐿𝑖  0.28 0 1 124 304 110 

𝐿𝑖  0.28 0.05 1 119 540 110 

𝐿𝑖  0.28 0.5 1 078 896 105 

𝐿𝑖  0.28 5 703 420 69 

𝐿𝑖  0.29 0 1 003 308 98 

𝐿𝑖  0.34 0 1 048 985 102 

 

   
(a) (b) (c) 

Fig. 11. (a) Link 𝐿𝑖 , CAD construction, designation 30-6-3.4. (b) Link  𝐿𝑖 , scan of new real link, designation 20-7-3.4. (c) 
Link 𝐿𝑖 , scan of an aged real link, designation 20-7-3.4. 

 

Table 3 – Point-to-curve distance results 

Links 𝑒  (mm) Quantity 

of planar 

smoothing 

Quantity 

of quadric 

smoothing 

Quantity 

of cubic 

smoothing 

Number of 

rejected 

points 

Maximum 

error (mm) 

𝐿𝑖  𝐿𝑖  0.005 5000 0 0 0 0.0019 

𝐿𝑖  𝐿𝑖  0.002 3133 1867 0 0 0.0017 

𝐿𝑖  𝐿𝑖  0.005 5000 0 0 0 0.0019 

𝐿𝑖  𝐿𝑖  0.002 3761 1239 0 0 0.0019 
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𝐿𝑖  𝐿𝑖  0.005 5000 0 0 0 0.0022 

𝐿𝑖  𝐿𝑖  0.002 3900 1100 0 0 0.0019 

𝐿𝑖  𝐿𝑖  0.005 2827 1722 301 150 0.0050 

𝐿𝑖  𝐿𝑖  0.002 335 2296 1258 1111 0.0020 

𝐿𝑖  𝐿𝑖  0.005 450 1939 1597 1014 0.0050 

𝐿𝑖  𝐿𝑖  0.002 17 560 1771 2652 0.0020 

 

These results show that the errors are all smaller than the set 𝑒  value. Furthermore, as the expected accuracy 

increases, the degree of the polynomial tends to increase and the number of rejected points also increases, reaching 

as high as 53% in the case of the highly worn 𝐿𝑖  link. 

2.3. Discussion of distance calculation methods 

The first method of point-to-point calculation estimates the distance of a point 𝑄  to a surface 𝑆 , by means of 

the distance between this point 𝑄  and a sample of points forming part of the surface 𝑆 . This method enables 

results to be obtained quickly, but the relative error becomes significant when 𝑄  is close to 𝑆 . The second 

computational method estimates the distance of a point 𝑄  to a surface 𝑆 , by means of the distance between this 

point 𝑄  and a curve passing, at best, through the 𝑚 closest points in 𝑃𝑐 . This method, which induces a much 

longer computation time, allows a measurement quality that does not depend on the distance of  𝑄  to the surface 

𝑆 , and the error committed remains lower than the fixed 𝑒  value. If the smoothing associated with a point 𝑄  

does not verify certain criteria, the calculation does not return a result and the point is said to be rejected. The 

lower the parameter 𝑒 , the more difficult the smoothing becomes and the higher the number of rejected points 𝑄 . 

Therefore, for each type of scanned surface, a compromise must be found between the desired accuracy, the 

calculation time and the number of rejected points. 

The specific registration methods that will be presented in the following chapters require the use of the two 

types of distance calculations described here. The first one for fast calculations without a need for precision, the 

second one in the opposite cases. 

3. Registration for corroded link 

3.1. Focus of the problem 
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Let two surfaces 𝑆  and 𝑆  be exact observations of the same surface 𝑆. The surfaces 𝑆  and 𝑆  are the supports 

for two meshes 𝑀  and 𝑀  whose nodes form point clouds 𝑃𝑐  and 𝑃𝑐 , composed of 𝑛  and 𝑛  points, 𝑃  and 

𝑄 . The objective of a registration between 𝑆  and 𝑆  is to find the rigid transformation 𝒯 such that the distances 

between 𝑆  and 𝒯 𝑆  are zero. This objective can be translated by condition (10), or discretely on the point cloud 

𝑃𝑐 , by condition (11). 

 

∀ 𝑄 ∈ 𝑆 , 𝑑 𝑆 , 𝒯(Q) = 0 (10) 

 

∀ 𝑄 ∈ 𝑃𝑐 , 𝑑 𝑆 , 𝒯(Q ) = 0 (11) 

 

In a general case, the two surfaces 𝑆  and 𝑆  are imperfect observations of the same surface 𝑆 due to, among 

other things, the inaccuracy of the acquisition device. Identifying the transformation 𝒯 that best aligns the two 

surfaces 𝑆  and 𝑆  can then be achieved by minimising an objective function 𝑔 𝑆 , 𝑃𝑐 , as defined by expression 

(12). 

 

𝑔 𝑆 , 𝑃𝑐 = 𝑑 𝑆 , 𝒯(Q ) , Q ∈ 𝑃𝑐 (12) 

 

We subsequently define the target point 𝑃𝑡 , as the closest point on 𝑆 , to the image of Q  by means of the 

transformation 𝒯. Expressing 𝑔 𝑆 , 𝑃𝑐  as a function of 𝑃𝑡  and considering only a sample 𝐸𝑐  of 𝑁 points of 

𝑃𝑐 , we obtain the new objective fonction (13). 

 

𝑔 𝑆 , 𝐸𝑐 = 𝑑 𝑃𝑡 , 𝒯(Q ) , Q ∈ 𝐸𝑐 (13) 

 

Note that the closest points H(Q ) of Q  on 𝑆 , are different from the target points 𝑃𝑡  (see Fig. 12), but the 

more aligned the surfaces 𝑆  and 𝑆  are, the more these points tend to merge. 
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Fig. 12. Target points and nearest points 

 

If the points 𝑃  et 𝑄 . are represented by homogeneous coordinates, it is possible to define the spatial 

transformation 𝒯 using the matrix 𝑇 described by expression (14) in order to easily move the point clouds 𝑃𝑐  and 

𝑃𝑐  through space.  

 

𝑇 =
𝑅 × 𝑡 ×

0 0 0 1

(14) 

 

The matrix 𝑇 is composed of a rotation matrix 𝑅 of 𝑆𝑂(3) that can be constructed from three angular parameters 

(e.g. Euler angles), and a translation vector 𝑡 that is defined by three length parameters. Thus, six parameters are 

needed to define 𝑇. The objective function 𝑔 𝑆 , 𝐸𝑐  can therefore be translated into the following equation (15) : 

 

𝑔 𝑆 , 𝐸𝑐 = 𝑑 pt⃗ , 𝑇�⃗� = pt⃗ − 𝑇�⃗� , Q ∈ 𝐸𝑐 (15) 

 

Minimising 𝑔 𝑆 , 𝐸𝑐  identifies the spatial transformation 𝒯 that best overlays 𝑆  onto 𝑆 . The search for this 

minimum is complex, and highly non-linear. After this superposition, the meshes are said to be "aligned" or 

"registered". 

3.2. Iterative Closest Point (ICP) 

3.2.1. General description of the ICP method and implementation 

3.2.1.1. General description 
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The most common method of identifying the desired 𝒯 transformation is the Iterative Closest Point (ICP) 

method (Besl and McKay, 1992). This method iteratively brings 𝑆  towards 𝑆 . At each iteration 𝑘, the objective 

is to find the transformation 𝒯  that minimises the objective function 𝑔  defined by expression (16). The points 

Q ,  are the points of 𝐸𝑐 ,  displaced, in the previous iteration, by the identified transformation 𝒯 . 

 

𝑔 𝑆 , 𝐸𝑐 , = 𝑑 Pt , 𝒯 Q , , Q , ∈ 𝐸𝑐 , (16) 

 

An initial phase of surface pre-positioning allows us to assume that the target points Pt  are close to H Q , , 

the points closest to Q ,  on 𝑆 . The points Pt  are then replaced in (16) by the points H Q ,  easily determined 

by the distance calculation methods developed in Chapter 2. Expression (16) can then be simplified by expression 

(17), which has only the six unknowns of the transformation matrix 𝑇 . 

 

𝑔 𝑆 , 𝐸𝑐 , = 𝑑 H Q , , 𝒯 Q , , Q , ∈ 𝐸𝑐 , (17) 

 

Once 𝑇  has been identified, the sample of points 𝐸𝑐 ,  is moved by means of the 𝑇  transformation. The 

iterations continue until a convergence criterion is reached. Additional elements to specify the ICP method are 

described in a non-exhaustive manner below. 

 

Sample: the point sample 𝐸𝑐  can be chosen randomly in 𝑃𝑐  but, more optimally, it is also possible to choose 

points uniformly distributed over the surface 𝑆  (Turk and Levoy, 1994). 

 

Objective fonction: many variants of the objective function 𝑔  exist in the literature. Many of them propose 

different choices of points that best approximate the target points Pt . For example, the nearest point on 𝑃𝑐  (Besl 

and McKay, 1992) or nearest point on a plane tangent to 𝑆  (see Fig. 13), constructed at the first nearest point on  

𝑃𝑐  (Chen and Medioni, 1992). 
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Fig. 13. Distance point - plan 

Resolution: each transformation matrix 𝑇  can be obtained by minimising 𝑔  using a gradient descent method 

or, more robustly, an SVD (singular-value decomposition) method (Arun et al., 1987; Sorkine-Hornung and 

Rabinovich, 2017). At the end of the process, the transformation matrix 𝑇 sought is the product of all 

transformation matrices obtained at each iteration: 

 

𝑇 = 𝑇 (18) 

 

Convergence criterion: it can be, for example, a maximum number of iterations, a minimum standard deviation, 

or a minimum threshold of variation of the objective function as proposed by the inequation (19): 

 

|𝑔 − 𝑔 | ≤ 𝜀  𝑤𝑖𝑡ℎ 𝜀 > 0 (19) 

 

Initialisation: to initiate the calculation, the meshes 𝑀  and 𝑀  must be close to each other. Otherwise, the 

computation time risks being significantly increased or the convergence of the algorithm may not even be achieved. 

This initial positioning operation can be performed by aligning the principal components (PCA) of the covariance 

matrix of each point cloud (Yambor et al., 2002) or aligning the smallest parallelepipeds containing the point 

clouds. 

 

General algorithm: the algorithm of the ICP method is described as follows. 

 

 a)-  Approximate initial alignment of 𝑀  onto 𝑀 . 

 b)- Selection of a sample 𝐸𝑐  of 𝑁 points 𝑄  in 𝑃𝑐  

  Start of iteration 𝑘 

  c)- For each 𝑄 ,  in 𝐸𝑐 ,  estimation of the target point Pt  on 𝑆 . 
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  d)- Identification of the transformation 𝑇  by minimising 𝑔 . 

  e)- Displacement of 𝐸𝑐 ,  by means of the transformation 𝑇 . 

  f)- Computation of the convergence criterion. 

  Loop-back if criterion not verified. 

 g)- Computation of the total transformation matrix 𝑇. 

 h)- Displacement of the mesh 𝑀  by the transformation 𝑇. 

3.2.1.2. Implementation of the ICP method 

In order to perform registration tests on chain links, an implementation of the ICP method is used. This includes 

the following specificities: 

 

Sample: the 𝑁 points of the sample 𝐸𝑐  are selected randomly. Following many tests, the optimal number of 

points needed to express the objective function is set to 400. During the initial selection of the sample, however, 

this value must be increased to take into account the proportion of rejected points during the point-to-curve distance 

calculations. This proportion of rejected points is initially identified by performing, for each mesh 𝑀  and 𝑀 , a 

point-to-curve distance calculation of the mesh concerned, onto itself (distances expected to be zero). These initial 

tests also allow us to identify, for each sample point 𝐸𝑐 , the normals calculated on the smoothing curves. 

 

Objective function: the objective function 𝑔  is defined by equation (17). The identification of the corresponding 

points H Q ,  is performed during the first fifteen iterations by the point-to-point method to induce a fast 

approach phase. The point-to-curve method, which is slower, is then used for a precise registration. The accuracy 

𝑒  is then fixed at 0.005 mm. 

 

Resolution: the transformation matrices 𝑇  are obtained using the SVD (singular-value decomposition) method. 

 

Convergence criterion: the iterative process continues for as long as the number of iterations does not exceed 

120 and the standard deviation of the distances between the meshes is greater than 0.003 mm. 

 

Initialisation: the initial position is set by aligning the smallest parallelepipeds containing the point clouds. 

Because of the symmetries of the geometry of the links, an additional visual check is necessary to ensure that the 
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orientations of the local reference frame of the links correspond. This initialisation phase can be omitted if the 

links are initially close enough, which will be the case in all the tests performed in this article. 

3.2.2. ICP method tests 

3.2.2.1. Application to identical links 

Three uncorroded links are used to test the implementation of the ICP method. These are the links 𝐿𝑖 , 𝐿𝑖  and 

𝐿𝑖  described in section 2.2.2. For each link, a copy is moved through space by means of a geometric 

transformation. Two cases are studied 𝑅 , 𝑇 = (3°, 2 𝑚𝑚) and 𝑅 , 𝑇 = (6°, 5 𝑚𝑚). The objective of the 

registration is to realign the copy onto the initial link. At the end of the process, the distances between links are 

expected to be zero. At each iteration, the calculated point-to-curve distances are used to compute the mean and 

standard deviation of the distances. These values can be seen in Fig. 14 and Fig. 15 for the transformation 

𝑅 , 𝑇 = (3°, 2 𝑚𝑚). Additionally, the number of iterations as well as the computation time are recorded at the 

end of the process. The final results are summarised in Table 4. 

Table 4 – ICP applied to identical links 

Fixed 

link 

Moved 

link 

Ry 

(degree) 

Tx 

(mm) 

Mean 

(mm) 

Standard 

deviation 

(mm) 

Maximum 

error 

(mm) 

Number of 

iterations 

Calculation 

time (s) 

𝐿𝑖  𝐿𝑖  3 2 -0.0011 0.0004 0.0019 11 46 

𝐿𝑖  𝐿𝑖  6 5 -0.0011 0.0030 0.0084 39 279 

𝐿𝑖  𝐿𝑖  3 2 -0.0000 0.0030 0.0031 48 339 

𝐿𝑖  𝐿𝑖  6 5 -0.0003 0.0028 0.0097 63 475 

𝐿𝑖  𝐿𝑖  3 2 -0.0001 0.0030 0.0084 36 271 

𝐿𝑖  𝐿𝑖  6 5 -0.0000 0.0029 0.0077 41 332 

 

 
Fig. 14. ICP method applied to uncorroded links. Mean distance for Li0, Li4 and Li5 with Ry=3° and Tx=2 mm. 
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Fig. 15. ICP method applied to uncorroded links. Standard deviation of distances for Li0, Li4 and Li5 with Ry=3° and Tx=2 

mm. 

3.2.2.2. Application to corroded links 

The major assumption that allows the use of the ICP method for corroded links is a generalised corrosion 

assumption: at any point on the link the material loss is identical and is equal to 𝑡  mm. The process of minimising 

𝑔  can therefore also be considered in order to superimpose these links. The implementation of the ICP method 

for corroded links is tested on the basis of CAD links only because it is difficult to obtain standard links that can 

be used as reference. These are the 𝐿𝑖 , 𝐿𝑖  and 𝐿𝑖  described in chapter2.2.2. Each of these links is moved through 

space by means of a geometric transformation. The goal of registration is to realign these links to 𝐿𝑖 , the initial 

CAD link. At the end of the process, the expected distances between links are equal to 𝑡 . The results are 

parametised and analysed in the same way as for the previous tests. The results of these calculations are 

summarised in Table 5, in Fig. 16 and Fig. 17. 

Table 5 - ICP applied to corroded links 

Fixed 

link 

Moved 

link 

Ry 

(degree) 

Tx 

(mm) 

Mean 

(mm) 

Standard 

deviation 

(mm) 

Maximum 

error 

(mm) 

Number of 

iterations 

Calculation 

time (s) 

𝐿𝑖  𝐿𝑖  3 2 0.0477 0.0074 0.0166 80 692 

𝐿𝑖  𝐿𝑖  6 5 0.0476 0.0079 0.0192 80 669 

𝐿𝑖  𝐿𝑖  3 2 0.4878 0.0742 0.1452 80 660 

𝐿𝑖  𝐿𝑖  6 5 0.4859 0.0802 0.1891 80 654 

𝐿𝑖  𝐿𝑖  3 2 4.8332 1.0462 2.2125 80 804 

𝐿𝑖  𝐿𝑖  6 5 4.8124 1.0940 2.2577 80 774 
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Fig. 16. ICP method applied to corroded links. Mean distance for Li1, Li2 and Li3 with Ry=3° and Tx=2 mm. 

 
Fig. 17. ICP method applied to corroded links. Standard deviation of distances for Li1, Li2 and Li3 with Ry=3° and Tx=2 mm. 

3.2.3. Discussion of the ICP method 

The results concerning the uncorroded links show that convergence is regular; the standard deviation is strictly 

decreasing; it reaches the minimum threshold in all three cases before the maximum number of iterations is 

exceeded. The maximum error after registration is less than one hundredth of a millimetre for all links, which was 

expected by setting a standard deviation to be reached of three micrometres. The average of the distances converges 

quickly after about ten iterations to a value close to that expected at the end of convergence. These results are 

representative of the numerous calculations carried out with the implementation of the ICP method; they confirm 

that this method achieves good convergence for links without a reduction in thickness (not corroded). 

The results concerning corroded links are different. They show that convergence is not reached; the standard 

deviation tends towards a value that is too high. The maximum error after registration is high with respect to the 

corrosion thicknesses 𝑡 . However, as for the uncorroded links, the average distance converges quickly after 

about ten iterations to a value close to the expected one. These results show that a conventional registration method, 

of the ICP type, is not suitable for corroded links. 
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3.3. Iterative method adapted for parts with generalised corrosion (GC-ICP) 

Let 𝑆  be the surface of a non-corroded part. Let 𝑆  be the surface of this same part after corrosion. The 

hypothesis of generalised corrosion implies that the material loss on 𝑆  is identical whatever the point 𝑃  

considered. This is a material thickness reduction of 𝑡  mm, in the direction 𝑛(𝑃 ), normal to 𝑆  at point 𝑃 . The 

objective of a registration between 𝑆  and 𝑆  is to find the rigid transformation 𝒯 such that the distances between 

𝑆  and 𝒯 𝑆  are all equal to 𝑡 . This objective can be translated by the condition (20). 

 

∀ 𝑄 ∈ 𝑆 , 𝑑 𝑆 , 𝒯(Q) = 𝑡 (20) 

 

Unlike a conventional ICP method as implemented previously, it is notable that the target points Pt  are not 

located on 𝑆  because the surfaces are shifted by 𝑡  after registration, and not superimposed (see Fig. 18). In the 

case of major corrosion, it is therefore totally inappropriate to try to approach these target points by the points 

closest to Q  on 𝑆  as occurs in the implementation of the ICP method. This explains the poor results previously 

obtained. The resolution strategy must therefore be modified. 

 

 

Fig. 18. Corroded surface 𝑆  with target points after registration. 

In order to resolve the problem, it is proposed here to construct from 𝑆  a surface 𝑆  with a thickness increased 

by an a priori unknown value 𝑡 . Each point 𝑄  is thus translated by a distance 𝑡  along 𝑛(𝑄 ), the normal to 𝑆  

at 𝑄  (see Fig. 19). Thus, to align 𝑆  onto 𝑆 , it is now sufficient to register 𝑆  onto 𝑆  by checking condition (21). 

Since the new target points Pt  are now located on 𝑆 , it is possible to once again consider approaching them by 

the nearest points 𝐻(𝑄 ). 

 

∀ 𝑄 ∈ 𝑆 , 𝑑 𝑆 , 𝒯(Q ) = 0 (21) 
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Note that instead of increasing the thickness of 𝑆  along 𝑛(𝑄 ), it is possible to decrease the thickness of 𝑆  

along 𝑛(𝑃 ). Therefore, it is assumed that a point of 𝑆  corrodes along a direction that remains constant with time. 

 

Fig. 19. Thickness increase then ICP 

At each iteration 𝑘, the objective is now to find the transformation 𝒯  that minimises the objective function 𝑔  

defined by the expression (22), and in vector form by the expression (23). 

 

𝑔 𝑆 , 𝐸𝑐 , = 𝑔 𝑆 , 𝐸𝑐 , = 𝑑 𝑃𝑡 , 𝒯 𝑄 , , 𝑄 , ∈ 𝐸𝑐 , (22) 

 

𝑔 𝑆 , 𝐸𝑐 , = 𝑝𝑡 − 𝑇 ∙ �⃗� , + 𝑡 ∙ 𝑛 𝑄 ,  , Q , ∈ 𝐸𝑐 , (23) 

 

At each iteration, to identify the transformation that minimises 𝑔 , the points 𝑃𝑡  will be approximated by the 

points 𝐻(𝑄 ), the closest points to 𝑄  on 𝑆 , and the thickness 𝑡  will be estimated by the average of the distances 

between 𝑆  and 𝑆  at the previous iteration, with this value converging rapidly from the first few iterations. In the 

iterative process, 𝑡  will not be recalculated at each iteration, but after a certain number of iterations so that the 

target points 𝑃𝑡  do not constantly change. A value equal to fifteen iterations was chosen per experiment. 

3.3.1. GC-ICP method tests 

The tests performed on corroded links are identical to those defined in 3.2.2. The results of these tests are 

summarised in Table 6, Fig. 20 and Fig. 21. 
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Table 6 – GC-ICP applied to corroded links 

Fixed 

link 

Moved 

link 

Ry 

(degree) 

Tx 

(mm) 

Mean 

(mm) 

Standard 

deviation 

(mm) 

Maximum 

error 

(mm) 

Number 

of 

iterations 

Calculation 

time (s) 

𝐿𝑖  𝐿𝑖  3 2 0.0489 0.0028 0.0077 43 395 

𝐿𝑖  𝐿𝑖  6 5 0.0488 0.0028 0.0073 34 254 

𝐿𝑖  𝐿𝑖  3 2 0.4990 0.0029 0.0074 38 299 

𝐿𝑖  𝐿𝑖  6 5 0.499 0.0025 0.0070 22 126 

𝐿𝑖  𝐿𝑖  3 2 4.998 0.0026 0.0070 72 693 

𝐿𝑖  𝐿𝑖  6 5 4.998 0.0022 0.0067 78 731 

 

 
Fig. 20. GC-ICP method applied to CAD corroded links. Average of distances for Li1, Li2 and Li3 with Ry=3° and Tx=2 mm. 

 

Fig. 21. GC-ICP method applied to CAD corroded links. Standard deviation of distances for Li1, Li2 and Li3 with Ry=3° and 
Tx=2 mm. 

3.3.2. Discussion of the GC-ICP method 

During the first fifteen iterations, the loss of material being assumed to be zero when minimising 𝑔 , there is an 

initial non-convergence of the process. However, during this phase, the average of the distances quickly tends 

towards a value close to the expected thickness decrease. Every fifteen iterations, 𝑡  is updated by the mean value 
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of the distances, resulting in discontinuities 𝐶  of the mean and standard deviation, but the overall process 

converges to the expected solution. The standard deviation reaches the minimum threshold in all three cases before 

the maximum number of iterations is exceeded. The maximum error after registration is less than one hundredth 

of a millimetre for all links. These results are representative of the numerous calculations performed with the 

implementation of the GC-ICP method; they confirm the good convergence of this method for CAD links with 

thickness reduction (corroded). However, no test case could be performed on real scans, because it is difficult to 

obtain standard parts that correspond to the case of material loss encountered. Note that for CAD links, no point 

is rejected by the distance calculations, as the surface is sufficiently regular for the construction of local smoothing. 

In the case of real links, a number of points are necessarily rejected (see 2.2.1) and the construction of the 

smoothings induces inaccuracies in the calculation of the normals. However, the method seems sufficiently robust 

for several reasons: 

- The registration is applied to meshes that have been filtered at the time of their construction. They are 

therefore little affected by the presence of outliers. 

- The calculation of the normals is performed on the smoothing curve and this curve is constructed locally 

from the first 𝑚 closest points. If there is an outlier, its influence is compensated by the presence of  𝑚 − 1 

other points. 

-  If the local surface does not allow regular smoothing, the point considered on 𝑆  is rejected and therefore is 

not included in the registration process. In addition to outliers, these points may be local surface 

discontinuities related to possible pitting corrosion, the presence of residual biological material or other wears 

and manufacturing defects. 

4. Registration for worn and corroded parts 

4.1. Focus of the problem 

The material losses considered in this work are generalized corrosion losses and localized losses due for 

example to wear, pitting corrosion or corrosion under the attachment zones of marine organisms, such as barnacles. 

Thicknesses of localized material losses taken into account are greater than the thickness of generalized corrosion. 

Consequently, in an alignment process, the distances measured in the locally altered areas are greater than those 

measured on the rest of the mesh which is only subject to generalized corrosion. Under these conditions, it is not 

beneficial to perform a standard registration, as these larger distances would necessarily affect the calculation of 



28 
 

the objective function and result in a low accuracy after registration. A new method that takes into account both 

localized wear and generalized corrosion must therefore be developed. 

4.2. Description of the WGC-ICP method 

For this new method, it is envisioned that the points in the 𝑆  sample that would be identified as points present 

on localized areas of material loss, would be filtered out. The links would then be registered on this new reduced 

sample. After applying the filter, the remaining number of points should be sufficient to ensure that the process 

achieves good convergence. This method is therefore suitable if the locally altered surface remains limited with 

respect to the total area of the link analysed. Let 𝐸𝑐  be the point sample of 𝑃𝑐  that does not feature points present 

on localized areas of material loss. The objective of registration between 𝑆  and 𝑆  is now to find the rigid 

transformation 𝒯 such that the distances between 𝑆  and 𝒯 𝐸𝑐  are equal to 𝑡  This objective, which can be 

translated by condition (24), is solved in the same way as the GC-ICP method, but for the filtered sample of points. 

 

∀ 𝑄 ∈ 𝐸𝑐 , 𝑑 𝑆 , 𝒯(Q ) = 𝑡 (24) 

 

Let 𝐷 𝑆 , 𝐸𝑐  be the set of computed distances between the sample points 𝐸𝑐  of 𝑆 , with the surface 𝑆 . 

Among these distances, those corresponding to the points present on localized areas of material loss are sparse 

observations and far from the typical magnitudes of the set of calculated distances. The points of 𝑆  will therefore 

be considered as local alteration points if their distance from 𝑆  is greater than a cut-off distance 𝑑  to be 

determined. Fig. 22 presents a typical histogram of the distances 𝐷 𝑆 , 𝐸𝑐  in which one can observe a peak 

centered on the corrosion thickness and a set of significant distances that correspond to the contact-worn points. 

Considering that the values below the generalised corrosion thickness are data unaffected by contact wear, the 

expected dispersion without these cases of contact wear can therefore be estimated, during the iterative process, 

by symmetrising these distances with respect to the corrosion thickness. The cut-off distance 𝑑  can therefore be 

calculated as follows: 

 

- Computation of the median on the basis of 𝐷 𝑆 , 𝐸𝑐  : 𝑚𝑒𝑑 𝐷 𝑆 , 𝐸𝑐 . 

- Removal of points above the median. 
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- Construction of 𝐷 𝑆 , 𝐸𝑐 , the set of distances obtained by symmetrising the distances below the 

median, with respect to the median. 

- Computation of the median absolute deviation on 𝐷 𝑆 , 𝐸𝑐  : 𝑚𝑎𝑑 𝐷 𝑆 , 𝐸𝑐 . 

- Calculation of the cut-off distance 𝑑  defined as a function of a threshold 𝑡ℎ𝑟 and by the relation (25). 

 

𝑑 = 𝑚𝑒𝑑 𝐷 𝑆 , 𝐸𝑐 + 𝑡ℎ𝑟 × 𝑚𝑎𝑑 𝐷 𝑆 , 𝐸𝑐 (25) 

 

In the proposed method, the median 𝑚𝑒𝑑 and the median absolute deviation 𝑚𝑎𝑑 are used in place of the mean 

and standard deviation to estimate a statistically robust cut-off distance (Hoaglin et al., 2010; Leys et al., 2013), 

independent of atypical distances. The median absolute deviation 𝑚𝑎𝑑 is defined by the relation (26), in which 

the 𝑘  value is taken to be 1.4826 in order to make this estimator equivalent to the use of the standard deviation 

for a normal distribution (Rousseeuw and Croux, 1993). Therefore, the threshold 𝑡ℎ𝑟 chosen is conventionally 

between 2.5 and 3 depending on the percentage of points to be filtered on 𝐷 𝑆 , 𝐸𝑐 . 

 

𝑚𝑎𝑑 𝐷 𝑆 , 𝐸𝑐 = 𝑘 × 𝑚𝑒𝑑 ( 𝑑 − 𝑚𝑒𝑑 𝐷 𝑆 , 𝐸𝑐 ),  𝑑 ∈ 𝐷 𝑆 , 𝐸𝑐 (26) 
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Fig. 22. Typical histogram of the distances between an aged link and a new link. 

4.3. WGC-ICP method tests 

Four links are used to test the implementation of the WGC-ICP method. These are the CAD links 𝐿𝑖 , 𝐿𝑖 , 𝐿𝑖  

and 𝐿𝑖  described in Table 7. The 𝐿𝑖 , 𝐿𝑖 , 𝐿𝑖  links are derived from the 𝐿𝑖  link of the 40-5-3.4 type (see Fig. 
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23) after reducing material thickness 𝑡  by 3 mm and, respectively, after adding of regular wear in the bends , 

wear in the form of grooves in the bends, and regular wear with a presence of scattered cavities. The worn links 

are displaced through space by means of two geometric transformations: 𝑅 , 𝑇 = (−3°, 2 𝑚𝑚) or 𝑅 , 𝑇 =

(2°, 4 𝑚𝑚). At the end of the registration process between the altered links and the 𝐿𝑖  link, and following the 

removal of points present on localized areas of material loss, the expected distances between links are equal to the 

corrosion thickness. The results of these calculations are summarised in Table 8, in Fig. 24 and Fig. 25. The 

parameterisation of the registrations is identical to that defined in section 3.2.1.2. After the first 15 fast-approach 

iterations, the generalised corrosion thickness calculation and the points filter are updated every 10 iterations. The 

value of the 𝑡ℎ𝑟 threshold is set to 3. 

Table 7 - Characteristics of links 

Links 𝑏  (mm) 𝑡  (mm) 𝑛  File size (Mo) 

𝐿𝑖  0.28 0 1 750 140 171 

𝐿𝑖  0.44 3 1 487 642 145 

𝐿𝑖  0.33 3 2 458 041 240 

𝐿𝑖  0.33 3 2 758 610 269 

 

   
(a) (b) (c) 

Fig. 23. Local decreases in thickness are shown in yellow. (a) Link 𝐿𝑖 . (b) Link  𝐿𝑖 . (c) Link 𝐿𝑖 . 

 

Table 8 – WGC-ICP applied to links with generalised corrosion and localised alterations 

Fixed 

link 

Moved 

link 

Ry 

(degree) 

Tx 

(mm) 

Mean 

(mm) 

Standard 

deviation 

(mm) 

Maximum 

error 

(mm) 

Number 

of 

iterations 

Calculation 

time (s) 
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𝐿𝑖  𝐿𝑖  -3 2 2.9999 0.0028 0.0074 68 1008 

𝐿𝑖  𝐿𝑖  2 4 2.9989 0.0028 0.0075 81 1181 

𝐿𝑖  𝐿𝑖  -3 2 2.9988 0.0025 0.0085 64 948 

𝐿𝑖  𝐿𝑖  2 4 2.9989 0.0029 0.0074 49 725 

𝐿𝑖  𝐿𝑖  -3 2 2.9993 0.0025 0.0113 81 1205 

𝐿𝑖  𝐿𝑖  2 4 2.9992 0.0036 0.0096 120 1921 
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Fig. 24. WGC-ICP method applied to links with generalised corrosion and localised alterations. Mean distances for 𝐿𝑖 , 𝐿𝑖  
and 𝐿𝑖  with Ry=2° and Tx=4 mm. 

Fig. 25. WGC-ICP method applied to links with generalised corrosion and localised alterations. Standard deviation of 
distances for 𝐿𝑖 , 𝐿𝑖  and 𝐿𝑖  with Ry=2° and Tx=4 mm. 

4.4. Discussion of the WGC-ICP method 

Every ten iterations, 𝑡  is updated by averaging the distances and the points present on the localized material loss 

areas are filtered. This results in 𝐶  discontinuities in the mean and standard deviation, but the process converges 

to the expected solution. It is noticeable that the filter is only applied to a sample of points 𝐸𝑐𝑞of 𝑆𝑞, it is not 

intended to accurately identify all the points affected by localised material loss. The goal here is to remove the 

points that may have a negative influence on the link alignment process. The maximum error obtained after 

registration is close to one hundredth of a millimetre for all the tested links. However, the number of required 
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iterations and the computation time are significantly higher than with previous methods. These results are 

representative of the numerous calculations carried out with the implementation of the WGC-ICP method, they 

confirm that this method achieves good convergence for CAD links. For illustration purposes, Fig. 26 shows the 

points identified by the algorithm as being located on areas of localised material loss for the 𝐿𝑖  link. On Fig. 26(b) 

and in Fig. 26(c) sections of the same link are represented, superimposed with the unaltered mesh, and this before 

and after the registration process. 

   

Fig. 26. (a) The points identified by the WGC-ICP filter are shown in blue on the Li9 link. (b) Cross-section of the Li6 and 

Li9 links overlay before registration, (c) Cross-section of the Li6 and Li9 links overlay after registration. 

In the process of removing the points present on the localized material loss areas, it may be necessary to check 

that the remaining points are associated with normals with directions in space that do not have a preferred 

perpendicular axis. For example, the remaining points after a filter on a link with wear on both the inside and the 

outside of the bends would possess normals that are mainly perpendicular to the (𝑂, �⃗�) axis. Under these 

conditions, it would be difficult to find a precise position in this direction. 

5. Conclusions 

In order to improve knowledge of the ageing of mooring chains, it may be necessary to carry out temporal 

monitoring of material losses to better understand their kinetics and origins. For example, this can be done by 

periodically identifying changes in the 3D geometry of chain links immersed at sea, or artificially altered in 

laboratory. The use of 3D scanners allows these geometries to be captured and then compared after superposition. 

However, this superposition is not trivial because in most cases the entire surface of the link is altered during 

ageing, and because the acquisition process produces data written in different reference frames. A specific 
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alignment algorithm adapted to the encountered ageing problem is proposed in the present work. The results which 

are obtained allow us to present the following conclusions. 

 It is necessary to perform local smoothing operations on the scan meshes to evaluate the distances, 

before considering an accurate alignment process. This is because a conventional distance calculation 

method, of the point-to-point type, does not provide sufficient accuracy when the expected distances 

are of the order of magnitude of the facet edges of the meshes. A point-to-curve calculation method 

has therefore been developed. It is based on local polynomial smoothing, controlled by acceptability 

criteria. This proposed method provides: an accurate distance calculation (2.2.2), an estimation of the 

nearest point normal, and an outlier filter. 

 The conventional ICP registration methods cannot be applied in the presence of generalised corrosion, 

because the approximation of the target point by means of the nearest point is inadequate when the 

corrosion thickness becomes significant (3.2.2.2). These methods are also sensitive to the presence of 

outliers, which in the case studied are mainly the points present on the localized material loss areas. 

 The GC-ICP method developed proposes building an extra-thick section of material onto one of the 

meshes, the thickness of which is defined after a few iterations by the average of the distances between 

an aged link and a new link. The convergence obtained with the modified mesh is regular and the 

accuracy achieved with the chosen parameterisation is lower than a hundredth of a millimetre (3.3.2) 

for CAD-type links. 

 The WGC-ICP method developed eliminated the points present on the localized alterations from the 

registration process by using a statistically robust filter. Insofar as we consider that these alterations 

remain limited in relation to the total surface of the analysed link, the removal of the points has little 

effect on the registration process and the results converge, for CAD links, to errors that are just as low 

as those of the GC-ICP method (4.3). This alignment method is adapted to the geometrical specificities 

of mooring chain links that have been in the marine environment or any other mechanical part subject 

to the same type of physico-chemical aggression. It allows to consider a three-dimensional, temporal 

and precise geometrical monitoring of the material losses. 

 

The present conclusions regarding the developed registration methods are based on numerical tests using perfect 

meshes from CAD constructions representing typical geometries of mooring chain links that have been in the 
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marine environment. Future work can now be considered to test the robustness of these methods on meshes from 

scans of real mechanical parts with the same specificities. 
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