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Robust Feedback Control for
Discrete-Time Systems Based on
Iterative LMIs with Polytopic
Uncertainty Representations Subject
to Stochastic Noise
Robert Dehnert 1*, Michelle Damaszek1, Sabine Lerch1, Andreas Rauh2† and Bernd Tibken1

1Institute of Automatic Control, School of Electrical, Information and Media Engineering, University of Wuppertal, Wuppertal,
Germany, 2Lab-STICC, ENSTA Bretagne, Brest, France

This paper deals with the design of linear observer-based state feedback controllers with
constant gains for a class of nonlinear discrete-time systems in the form of a quasi-linear
representation in presence of stochastic noise. For taking into account nonlinearities in the
design of linear observer-based state feedback controllers, a polytopic modeling approach
is investigated. An optimization problem is formulated to reduce the sensitivity of the
controlled system towards stochastic input, state, and output noise with a predefined
covariance. Due to the nonlinearities, the separation principle does not hold, thus, the
controller and the observer have to be designed simultaneously. For this purpose, a
Lyapunov-based method is used, which provides, in addition to the controller and
observer gains, a stability proof for the nonlinear closed loop in a predefined polytopic
domain. In general, this leads to nonlinear matrix inequalities. To solve these nonlinear
matrix inequalities efficiently, we propose an approach based on linear matrix inequalities
(LMIs) with a superposed iteration rule. When using this iterative LMI approach, a
minimization task can be solved additionally, which desensitizes the closed loop to
stochastic noise. The proposed method additionally enables the consideration of
different linear closed loop structures by a unified Lyapunov-based framework. The
efficiency of the proposed approach is demonstrated and compared with a classical
LQG approach for a nonlinear overhead traveling crane.

Keywords: discrete-time systems, stochastic disturbance, robust control, linear matrix inequaities (LMI),
optimization, polytopic modeling

1 INTRODUCTION

The research field of linear control theory is well investigated and facilitates generalized and efficient
methods to design linear controllers for linear systems. For example, LMI methods have been
established for the robust controller design and used to prove asymptotic stability of the closed loop
simultaneously.

However, as almost all real systems are nonlinear, these methods do not ensure stability for real-
world applications. To make use of the efficiency of linear methods nonetheless, these nonlinearities,
if bounded, can be expressed as polytopic domains just like (time-varying) uncertainties. For this
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purpose, the nonlinear model can be transformed into a quasi-
linear form, whereby the bounded nonlinearities can be evaluated
using interval arithmetic (Rauh and Romig, 2021; Rauh et al.,
2021). For these systems, a convex LMI approach is just as
applicable as for pure parameter uncertainty. In such cases, a
polytopic representation of the uncertainties is required, which is
bounded by the element-wise defined realizations. Hence, by
taking the uncertainties into account in the controller design,
stability of the nonlinear closed loop can be guaranteed.

Additionally, process and measurement noise appear in all
real systems. These noise processes can lead to oscillatiosn in the
control loop or to excessively large control amplitudes and
therefore should be suppressed. This can be achieved for
example by an observer-based state feedback structure.
However, with the plant being nonlinear, the separation
principle is not valid. Therefore, the controller and the
observer must be designed simultaneously to ensure stability
(Ibrir, 2008; Rauh et al., 2021). The problem of simultaneously
designing discrete-time observers and controllers for uncertain
systems is also considered, for example, in Peaucelle and
Ebihara (2014); Zemouche et al. (2016). These works also
make use of a Lyapunov-based LMI approach. However,
noise reduction is not discussed. In Ibrir (2008) as well as in
Kheloufi et al. (2014), observed-based controllers are designed
for Lipschitz nonlinear systems under H∞ conditions. Another
control design method for nonlinear systems with a noise and
disturbance compensation based on LMI techniques is shown in
Furtat (2018) such as in Yucelen et al. (2010) as a robust output
feedback control on the basis of active noise control. In De
Oliveira et al. (2002) and Sadabadi and Karimi (2013), LMI
methods are used to design dynamic and static output feedback
controllers for discrete-time systems subject to H∞ and H2

conditions. A further Lyapunov-based LMI approach with
polytopic domains is shown for switched linear discrete-time
systems in Phat and Ratchagit (2011); Ratchagit and Phat (2011)
and Yotha and Mukdasai (2013), where delays are represented
with intervals.

In the continuous-time case, a desensitization to stochastic
noise is already investigated, for example, in Rauh et al. (2014);
Rauh et al. (2018); Rauh and Romig (2021); Rauh et al. (2021). It
is especially pointed out how standard low-pass-filtering can lead
to oscillation for stochastic systems with an observer-based or a
filter-based controller design. To counter such oscillations, an
optimization task is presented, which minimizes the area for
which stability cannot be proven. This optimization task is solved
by a numerical LMI-based method, which can be applied for a
filter or observer design with a previously designed controller. In
Rauh and Romig (2021), this work is extended by considering
bounded parameter uncertainty and a simultaneous controller
and linear filter design. Thereby, the entire closed loop can be
designed as insensitive as possible against parameter uncertainty
and stochastic noise. The same optimization task is used in Rauh
et al. (2021) to design an observer-based output feedback or an
observer-based state feedback controller. The reason for the
separation of those articles is the fact that the design criteria
are not fully identical for the requirements of different control
structures.

However, a discrete-time controller is required for the
implementation on a microcomputer. Therefore, the
continuous-time system is sampled, which leads to a discrete-
time representation of the plant. To deal with these systems,
methods are required that consider the discretization in the design.

This paper deals with a discrete-time LMI approach while
simultaneously optimizing the observer and controller gains.
Additionally, the article solves the issue that different closed loops
lead to different design criteria. Hereby, a joint optimization
algorithm is developed, which can be applied to a myriad of
closed loop structures. For that purpose, we address the
structured linear control (SLC) problem in which the dynamic
controller is described as a structured state feedback approach in
an augmented system model. In this paper, the procedure is shown
explicitly for the design of an observer-based state feedback control.
Through a superposed iteration rule, the LMI design parameters are
the same as the parameters to be implemented. The direct discrete-
time design allows the offline-computed control parameters to be
transferred directly to the microcomputer. Due to the consideration
of noisy output equations, leading to a direct disturbance
feedthrough term, a classical H2 optimization cannot be applied.
Moreover, the presence of polytopic domains invalidates the
parameterization of classical LQG approaches. To overcome both
limitations and to obtain a discrete-time noise-insensitive controller,
we forecast the influence of noise on the closed loop behavior by
discrete-time increments of the Lyapunov function candidate. This
leads to the discrete-time counterpart of the Itô differential operator
from Rauh and Romig (2021); Rauh et al. (2021). Thereby, the
uncertainty domains are quantified and subsequently minimized.

By solving the proposed optimization task, a noise-insensitive
controller is obtained. With its help, the actual state trajectories
converge as closely as possible to the desired operating point. In
addition, this framework has the capability to robustly prescribe the
desired system dynamics in terms of a discrete-time DR-region
concept, see Dehnert (2020). This approach allows for specifying
admissible eigenvalue domains of the closed loop to adjust the
control performance. In the proposed approach, the simultaneous
optimization of the observer dynamics and of the controller gains
results in bilinear matrix inequalities (BMIs). To find a solution of
these BMIs, an iterative algorithm is designed, in which LMIs are
solved in each iteration stage. Such iterative LMI algorithms for
discrete-time systems have already been published for example in
Dehnert et al. (2015); Grunert et al. (2019); Dehnert (2020); Dehnert
et al. (2020); Lerch et al. (2021b); Lerch et al. (2021a) in various other
contexts. The use of LMIs provides an efficient and numerically
stable design method and allows to account for bounded parameter
uncertainty or nonlinearities by means of a convex combination of
extremal system realizations. In this approach, closed-loop stability is
ensured by using a quadratic Lyapunov function candidate and the
objective is to design linear controllers and observers with constant
gains in order to reduce the online implementation effort.

This paper is structured as follows. Within a problem description
in Section 2, the observer-based output feedback controller is
introduced. This is followed in Section 3 by the necessary basics of
the work, which consist of the description of polytopic domains,
robust Lyapunov stability and robust DR regions. Subsequently, the
main result is presented in Section 4. Here, also the convergence of the
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superimposed iteration rule is studied, as well as a derivation of the
discrete version of the Itô differential operator used for the reduction
of the influence of noise. The efficiency of the proposed approach is
demonstrated in Section 5 for a point-to-point control of an overhead
traveling crane with bounded nonlinearities. Stochastic noise accounts
for non-modeled external disturbances in the state equations and for
perturbations in the available measurements. Finally, conclusions and
an outlook on future work are provided in Section 6.

2 PROBLEM STATEMENT

2.1 Desensitization of the Closed Loop to
Stochastic Noise in the Continuous-Time
Case
Consider the continuous-time linear noisy system

_x � Acx + Bc u + Gcuwu( ) + Gpwp

y � Cx + Gywy
(1)

with the state vector x ∈ Rn; the input vector u ∈ Rm; the output
vector y ∈ Rp; the system matrix Ac; the input matrix Bc and the
output matrix C; the stochastically independent standard
normally distributed Brownian motions of actuator noise,
process noise and sensor noise wu ∈ Rmu , wp ∈ Rmp and
wy ∈ Rmy , respectively; the disturbance input matrices Gcu, Gp

and Gy contain the corresponding standard deviations.
To prove the stability of system (Eq. 1), the time derivative

L(V) in the form of its stochastic interpretation of the Lyapunov
function candidate V(x) � 1

2x
TPx has to be negative definite.

Due to the stochastic noise, this leads to the Itô differential
operator (Kushner, 1967), which can be expressed by

L V( ) � 1
2

xT ATP + PA( )x + trace GTPG{ }( ) (2)

with the augmented systemmatricesA andG of the considered closed
loop (Rauh et al., 2014; Rauh et al., 2018). However, due to the noise, it
is possible that L(V) is positive definite in the neighborhood of x � 0.
This non-provable stability region is the interior of an ellipsoid and its
boundary can be specified by L(V) � 0. The Itô differential operator
(Eq. 2) has been used in various contexts, also for uncertain systems in
Rauh and Romig (2021) and Rauh et al. (2021). A derivation can be
found in Senkel et al. (2016). The objective of the proposed study is to
employ this operator analogously for discrete-time control systems to
design observer-based state feedback controllers.

2.2 Desensitization of the Closed Loop to
Stochastic Noise in the Discrete-Time Case
In the following, we consider multivariable nonlinear discrete-
time systems subject to noise represented by the quasi-linear form

x k+1[ ]�A x k[ ]( )x k[ ]+B x k[ ]( ) u k[ ]+Guwu k[ ]( )+Gpwp k[ ]
y k[ ]�Cx k[ ]+Gywy k[ ]

(3)

with the same nomenclature as in Eq. 1. The nonlinearity of
the system is assumed only in the state equation, i.e., the

matrices A(x[k]) and B(x[k]) are dependent on the states
x[k], whereas the measurement equation is linear. For more
detailed information on quasi-linear systems, see Coetsee
(1994). In general, the influence of noise is reduced by a
suitable filter. Since an observer also has a filtering
characteristic, the aim of this paper is to present a
method to design a linear observer-based state feedback
controller for nonlinear systems of the form (Eq. 3). Due
to the nonlinearities, the separation theorem is no longer
valid, which means that controller and observer can
influence each other’s stability and must be designed
simultaneously (Rauh et al., 2021). Therefore, the closed
loop system of the observer-based state feedback is
considered in the next step. The discrete-time state-space
representation of a linear time-invariant full state observer is
given by

x̂ k + 1[ ] � Anomx̂ k[ ] + Bnomu k[ ] +H y k[ ] − Cx̂ k[ ]( ) (4)

with the observer gain H ∈ Rn×p and the nominal matrices
Anom and Bnom, which are determined by a suitable
linearization or by the evaluation of the quasi-linear
system matrix for a representative operating point. With
that, all estimated states x̂ can be fed back by the control
law

u k[ ] � −Kx̂ k[ ] + Sr k[ ]
with the controller gain K ∈ Rm×n, the reference variable
r[k] ∈ Rp and the feedforward gain S ∈ Rm×p. Without loss of
generality, we assume that r[k] � 0. By formulating (Eq. 4) as an
error model with

e k[ ] � x k[ ] − x̂ k[ ],
the augmented closed loop system

z k+1[ ] � A x k[ ]( )−B x k[ ]( )K B x k[ ]( )K
A x k[ ]( )−Anom − B x k[ ]( )−Bnom( )K Anom −HC− Bnom −B x k[ ]( )( )K( )z k[ ]

+ B x k[ ]( )Gu Gp 0n×my

B x k[ ]( )Gu Gp −HGy
( )w k[ ]eA x k[ ]( )z k[ ]+G x k[ ]( )w k[ ] (5)

can be derived with

z k[ ] � xT k[ ] eT k[ ]( )T and w k[ ] � wT
u k[ ] wT

p k[ ] wT
y k[ ]( )T.

The closed loop structure is visualized in Figure 1.
1. Note that, due to the improved implementability for real-world
applications, a linear control concept is shown in this paper. In
Section 5.2, we elaborate a comparison with a standard LQG
approach with an identical control strukture as shown in Figure 1.
Both controllers (LMI-based optimization and classical LQG)
should have the same control structure so that the
implementation effort is identical. This yields enhanced
comparability. The most important point here is that real-time
implementability is provided even if the computing capacity is
limited. Since only matrix-vector products have to be computed in
the subsequent operation of the observer-based controls, the
implementation effort is minimal in both cases.
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The aim of this paper is to determine the constant gain
matrices K and H (which will be decision variables in the LMI
approach) in such a way that noise is suppressed effectively.
Thereby, the influence of noise on the controlled system decreases
and the controller is able to follow the reference variables as
accurately as possible with reduced oscillations. Furthermore, a
stability proof for the closed loop system will be given, such that
controller and observer stabilize the nonlinear system in a
predefined operating range.

3 FUNDAMENTALS FOR THE
CONTROLLER DESIGN

3.1 Modeling with Polytopic Domains
Consider the nonlinear discrete-time system (Eq. 3). If the states
x[k] � (x1[k], . . . , xn[k])T of the system (Eq. 3) are constrained
by known limits, such that xi ∈ [x i, �xi], i � 1, . . . , n, it is possible
to interpret all matrix entries as bounded by a polytopic domain.
For this purpose, new independent parameters can be introduced
for all matrix entries in which dissimilar nonlinearities appear.
The procedure is shown in detail in Section 5.1. The matrices
A(x[k]) and B(x[k]) belong to the convex combination

A x k[ ]( ), B x k[ ]( )[ ]

∈ A ζ( ), B ζ( )[ ] � ∑nv
v�1

ζv · Av, Bv[ ];∑nv
v�1

ζv � 1; ζv ≥ 0
⎧⎨⎩ ⎫⎬⎭ (6)

of the extremal vertex matrices Av and Bv, where nv denotes the
number of independent extremal realizations for the union of all
matrices included in Eq. 6. With this representation, it is possible
to consider constant or time-varying uncertain parameters with
known bounds (Scherer and Weiland, 1994; Boyd et al., 1997).
Measurement tolerances for specific system parameters,
fabrication tolerances or system nonlinearities can be accounted
for by this uncertainty model. Furthermore, these uncertain
parameters can be used to describe unidentifiable parts of the
system dynamics or to cover different or even faulty system
variants. In this work, the parameters ζv are functions of the

states x[k], thus they are time-varying. The closed loop (Eq. 5)
with the matrices A(x[k]) and G(x[k]) can then be expressed by

A x k[ ]( ),G x k[ ]( )[ ]

∈ A ζ( ),G ζ( )[ ] � ∑nv
v�1

ζv · Av,Gv[ ];∑nv
v�1

ζv � 1; ζv ≥ 0
⎧⎨⎩ ⎫⎬⎭ (7)

with the nv extremal vertex matrices Av and Gv. The linear
variables ζv depends nonlinearly upon the state variables.
Therefore, the expression (Eq. 7) is restrictive and some of the
vertex matrices have unphysical properties. This
overapproximation, caused by the convex enclosure of the
nonlinearities, is typically not unique and can vary depending
on the chosen vertex matrices.

3.2 Quadratic Lyapunov Stability
To guarantee robust stability of the autonomous closed loop (Eq.
5) with w[k] � 0 for the bounded set (Eq. 7), a quadratic
Lyapunov function candidate is given by

V z k[ ]( ) � 1
2
z k[ ]TPz k[ ]

with P � PT ≻ 0 as a free decision variable. The uncertain closed
loop (Eq. 5) with the polytopic domain (Eq. 7) is robustly
(quadratically) stable if the Lyapunov conditions

AT
v PAv − P ≺ 0, with v � 1, . . . , nv (8)

are fulfilled (Scherer and Weiland, 1994). Therefore, it is
sufficient that the increment ΔV � V(z[k + 1]) − V(z[k]) is
negative definite. Remind that Av depends on the control and
observer parameters, which are also decision variables. Therefore,
(Eq. 8) are nonlinear matrix inequalities, hence, solving for P and
Av simultaneously by an LMI solver is not directly possible. For
this reason, an overlaid iterative LMI method is presented in
Section 4 that ensures stability of the closed loop.

3.3 Robust DR Regions
Due to the robust design procedure, a direct pole placement is not
possible. This issue is resolved by robust DR regions, which are

FIGURE 1 | Block diagram of the discrete-time observer-based state feedback control system.
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subsets of the unit circle. By a pole region placement for all
extreme matrices of the convex hull (Eq. 7) within the domain
DR, stability is proven and certain closed loop characteristics can
be realized. For example, a numerically efficient region for a high
damping characteristic is sketched in Figure 2. This corresponds
to the matrix inequalities

Av − αI( )TP Av − αI( ) − r2P ≺ 0, with v � 1, . . . , nv, (9)

where |α + r|#1 with 0 < r < 1 and −1 < α < 1. If (Eq. 9) are
satisfied, the system (Eq. 5) is robustly stable and all eigenvalues
of the extremal realizations (Eq. 7) are located within the circular
sub-region of the unit circle (Dehnert, 2020; Rauh, 2017; Wahab,
1994).

This transformation maps the unit circle with radius r � 1 and
center at the origin α � 0 onto a circle of radius r < 1 and center at
α on the real axis in the complex plane. The radius r is also called
exponential decay rate and α is an eigenvalue shift operator. By
minimizing this DR region and moving towards the origin, the
convergence rate of the closed loop can be maximized. Further,
with solely positive eigenvalues with a small imaginary part,
oscillations are minimized, which corresponds to a larger
damping.

4 MAIN RESULTS

4.1 Iterative Offline Observer Based
Controller Design with Robust DR Region
Criteria
First we assume that w[k] � 0 is true, then the stability of the
deterministic, noise-free part of the augmented system (Eq. 5) can be
proven by the conditions (Eq. 9), which are equivalent to

P−1 Av − αI( )
Av − αI( )T r2P

( ) ≻ 0, v � 1, . . . , nv (10)

after applying the Schur complement. To linearize the inverse of
the matrix P, we consider the constant matrix P̂ � P̂

T ≻ 0 as an
approximation of P. Then, P−1 can be linearized by

P−1d2P̂
−1 − P̂

−1
PP̂

−1
eL (11)

[Dehnert, 2020]. Due to P−1 d L, the nonlinear matrix
inequalities (Eq. 10) are always satisfied if the LMIs

L Av − αI( )
Av − αI( )T r2P

( ) ≻ 0, v � 1, . . . , nv (12)

are fulfilled. The proof of inequality (Eq. 11) can be found in
Dehnert et al. (2015) or Dehnert (2020). Note that the inequality
(Eq. 11) becomes an equality if P � P̂ holds. In the developed
algorithm, the matrix P̂ is inherited from the last iteration by the
update rule

P̂l � Pl−1, (13)

where l is the current iteration. This leads to a successively
closer approximation of P. The initialization of the update rule
(Eq. 13) can be done with P̂0 � I, see Section 4.2. By this update
rule, the non-convex problem caused by the matrix inequalities
(Eq. 10) can be simplified into a sequence of convex
subproblems.

In a first step, the feasibility problem is formulated in the form
of our method in Algorithm 1. This procedure ensures that a
valid solution is determined, however, yet without any
optimization. This solution then represents the starting point
for further optimizations. By using Algorithm 1, the nonlinear
problem is reduced to an iterative LMI algorithm. Algorithm 1
is essential because the initialization of P̂

−1
0 � I may be far

off the real inverse of P, which can lead to infeasibility. To address
this problem, r > 1 is required in the first iteration. Subsequently,
r is decreased successively to obtain a stable solution. In each
iteration step l, the constant matrix P̂ is only updated if the LMI
problem is feasible. Otherwise, the latest feasible solution is
restored and the step size Δr is halved to obtain a feasible
solution in the next iteration step l. Only if r < 1, stability of
the closed loop is guaranteed. As soon as r < rend holds for a
predefined α, whereby |α + rend| < 1, it is guaranteed that the
closed loop is robustly stable and all eigenvalues of the extremal
realizations (Eq. 7) are located within the circular sub-region of
the unit circle.

Algorithm 1. Feasibility and guarantee of desired DR regions for
the controller and observer gains

FIGURE 2 | Robust circular DR region.
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4.2 Convergence Study of the Iterative LMI
Solution
As the convergence of the linearization P−1 � L in the iterative
method is an important attribute for the solution, which is no
issue in non-iterative standard methods, a convergence study will
be shown in the following, based on Dehnert (2020).

Let Pco be a known and constant matrix. To numerically
compute the matrix inverse P−1

co , the linearization L can be
used in combination with the update process (Eq. 13). With
an initialization P̂0, the next value of the numerical
approximation of P−1 is given by

P̂
−1
l+1 � 2P̂

−1
l − P̂

−1
l PcoP̂

−1
l (14)

with l � 0, 1, 2, . . . , whereby the convergence condition can be
formulated as

lim
l→∞

P̂
−1
l � P−1

co .

This method is known as Newton-Schulz iteration and was
first published in Schulz (1933) and is also called Hotelling-
Bodewig algorithm or hyper-power iterative method (Soleymani,
2013). The Newton-Schulz iteration exhibits quadratic
convergence if the initial value P̂

−1
0 is sufficiently close to P−1

co .
By left-hand multiplication of the Eq. 14 by Pco and subtraction
from the unit matrix I, the proof of quadratic convergence
follows from

I − PcoP̂
−1
l+1 � I − 2PcoP̂

−1
l + PcoP̂

−1
l PcoP̂

−1
l

5 I − PcoP̂
−1
l+1( ) � I − PcoP̂

−1
l( )2

.
(15)

This reformulation simultaneously gives information about
the radius of convergence, such that quadratic convergence holds
if P̂

−1
0 satisfies the inequality

ρ I − PcoP̂
−1
0( )< 1 (16)

with the spectral radius ρ.
However, in this article, Pco � P is an unknown decision

variable of the LMI problem and thus not constant. Since P
changes in each iteration, quadratic convergence can be proven
for each iteration by the relation (Eq. 15) for the presented
method. Thus, by using the iteration rule in combination with
LMIs, a method similar to the Newton-Schulz iteration is
obtained. This is used to find the origin of the matrix
difference P−1 − L ≈ 0. To determine possible initial values,
the condition (Eq. 16) cannot be used directly because P is
unknown. However, due to the relation I − PP̂

−1
0 , it can be

derived that diagonally dominant initial values P̂0 cause
smaller spectral radii ρ. For this purpose, the identity matrix
is used as the initial value, such that P̂0 � I.

4.3 Desensitization of Observer and
Controller Gains via Iterative LMI Solutions
In Section 4.1, it was assumed that there is an absence of noise,
thus w[k] � 0. Therefore, the stability conditions (Eq. 8) are

valid. However, if noise affects the system (w[k] ≠ 0), it is
necessary to expand this condition. It follows the discrete-time
version

LD V( ) � 1
2

zT k[ ] AT
v PAv − P( )z k[ ] + trace GT

v PGv{ }( ) (17)

of the Itô differential operator (Eq. 2). This operator is the
generalization of the increment ΔV � V(z[k + 1]) − V(z[k]) in
the stochastic case.

Proof of the discretized Itô differential operator. To prove
(Eq. 17), consider the expectation value

E ΔV{ } �E V z k+1[ ]( )−V z k[ ]( ){ }
�E 1

2
zT k+1[ ]Pz k+1[ ]−zT k[ ]Pz k[ ]( ){ }

�E 1
2

zT k[ ]AT
v +wT k[ ]GT

v( )P Avz k[ ]+Gvw k[ ]( )−zT k[ ]Pz k[ ]( ){ }
of ΔV. Due to causality, we can assume that w[k] and z[k] are
stochastically independent and the noise process is a zero mean
process, i.e., E{w[k]} � 0. It also follows that E z[k]w[k]{ } �
E z[k]{ } · E w[k]{ } � 0 and we obtain

E ΔV{ }
� E

1
2

zT k[ ]AT
v PAvz k[ ] − zT k[ ]Pz k[ ] + wT k[ ]GT

v PGvw k[ ]( ){ }.
(18)

By using the trace of matrices for the final scalar summand in
Eq. 18, the reformulation trace{ABC} � trace{CAB} is valid.
Therefore, it follows

E ΔV{ }
� E

1
2

zT k[ ]AT
v PAvz k[ ] − zT k[ ]Pz k[ ] + trace w k[ ]wT k[ ]GT

v PGv( )( ){ }.
(19)

Furthermore, we assume that the variance of each noise
process wi[k] equals 1, which leads to var{w[k]} � E{(w[k] −
E{w[k]})· (w[k] − E{w[k]})T} � E{w[k]wT[k]} � I. With now
E{ΔV} consisting only of deterministic values (constant
sampling time), i.e., LD(V) � E{ΔV}, one obtaines from
Eq. 19 the discrete-time equivalent of the Itô differential
operator (Eq. 17).

Note, a derivation of the Itô differential operator for the
continuous case can be found in Senkel et al. (2016). The
following relations can already be found in Rauh et al. (2021)
for continuous-time systems and are reformulated here for the
discrete-time case.

Due to the stochastic noise with non-zero matrices in Gv,
LD(V) may become non-negative in a region around z � 0.
However, LD(V) < 0 is necessary in order to verify stability.
Thus, stability cannot be proven in a domain near the origin. The
bound is represented by LD(V) � 0 and can be described by the
ellipsoids

zTE−1
v z − 1 � 0 (20)

for each vertex realizations with
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E−1
v � −Mv

trace GT
v PGv{ }⎛⎝ ⎞⎠ and MvdAT

v PAv − P ≺ 0.

To increase the region in which stability can be proven, one
option is to minimize the interior of the ellipsoids (Eq. 20). The
volume of the ellipsoids is proportional to������

det Ev( )√ �
�����������
trace GT

v PGv{ }
det −Mv( )

√
.

Therefore, the cost function

J � ∑nv
v�1

trace GT
v PGv{ }

det −Mv( ) (21)

shall be minimized. To be able to use LMI conditions, a reshaping
of trace GT

v PGv{ } is necessary. Therefore, we introduce the
additional decision variable N � NT ≻ 0, such that

N ≻ GT
v PGv, v � 1, . . . , nv,

which can be reformulated with the Schur complement to

P−1 Gv

GT
v N

( ) ≻ 0, v � 1, . . . , nv.

As presented in Section 4.1, thematrix inverse can be approximated
by the linearization P−1 ≻ L � 2P̂

−1 − P̂
−1
PP̂

−1
such that

L Gv

GT
v N

( ) ≻ 00
P−1 Gv

GT
v N

( ) ≻ 0

holds. By these reformulations and the results of Section 4.1, the
cost function (Eq. 21) can be rewritten, thus the minimization
task

min J � ∑nv
v�1

trace N{ }
det −M̂v( ) (22)

subject to

P ≻ 0 (23)

N ≻ 0 (24)

L Gv

GT
v N

( ) ≻ 0, v � 1, . . . , nv (25)

L Av − αI( )
Av − αI( )T r2P

( ) ≻ 0, v � 1, . . . , nv (26)

with

M̂v � ÂT

v P̂Âv − P̂ and L � 2P̂
−1 − P̂

−1
PP̂

−1

can be formulated. All variables denoted by ( ·̂ ) are constant values
obtained from the last iteration. The iteration rule for the
optimization task (Eq. 22) is given in Algorithm 2. This second
stage is initialized with the solution of the first stage (Algorithm 1).
Therefore, all eigenvalues of the matrices Av are already placed in
the DR region according to Section 3.3. With Algorithm 2, the
sensitivity towards noise is reduced while the eigenvalues remain in
the DR region. The controller and observer are simultaneously

optimized. Thereby, a low gain controller and observer are
designed.

4.3.1 Computational Complexity
The shown algorithms are implemented in Matlab using Mosek
(MOSEK ApS, 2019) and the interface Yalmip (Löfberg, 2004).
The controller design is performed offline using the algorithms.
Therefore, computational time is not a limiting factor and not
shown in detail. The number of iterations and the computation
time depends on the order of the closed loop, the size and number
of the decision variables and the number of vertex matrices.
However, each calculation of the control parameters is done
within a few seconds to minutes on a standard PC.

4.4 Improvements and Delimitation in
Comparison to Preliminary Works and
Existing Results
4.4.1 Parameter-Dependent Decision Variables
Due to the quadratic Lyapunov function, which is used for all nv
extremal realizations Av, conservative solutions can arise. In
order to avoid conservative solutions, the use of parameter-
dependent Lyapunov functions has been established in the
literature (Boyd et al., 1997), (Daafouz and Bernussou, 2001).
However, also the shown iteration rule in combination with a
quadratic Lyapunov function leads to less conservative solutions.
This could be demonstrated in Dehnert (2020) and Dehnert et al.
(2021). For this reason, and due to the lower numerical effort, we
use parameter-independent quadratic Lyapunov functions in this
approach. Note, the matrix N can also be chosen to be parameter
dependent. Thus, in general, less conservative solutions can be
achieved. This procedure was used for example in Rauh et al.
(2021). However, in investigations of the method presented here,
a parameter-dependent matrix N does not yield any positive
effect. In combination with a parameter-dependent Lyapunov
matrix, a further improvement of the cost function could be
observed in first experiments. These correlations should be
investigated in future research.

4.4.2 LMI Methods
The main disadvantage of established LMI design methods for
discrete-time systems from the literature (see for example de
Oliveira et al. (1999); De Oliveira et al. (2002)) is the need of a
change of variables to convert the nonlinear matrix inequality
into LMIs. By the iterative procedure used in this paper, the
closed loop system matrix remains in its original form in the
design procedure. This makes it possible to apply the method on a
myriad of different types of closed loops, such as PID structures
or observer-based feedback controllers and their combinations
within a uniform approach, whereas other methods are solely
applicable to one particular controller type. The numerical effort
of the iteration rule is classified as acceptable, due to the fact that
the method yields less conservative solutions, compared to
existing standard methods. This is especially investigated in
Dehnert et al. (2021) for saturated discrete-time linear
systems. Furthermore, the observer and controller matrices
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can be structured independently of each other and independently
of the Lyapunov matrix P without modifications of the LMI
conditions. As a result, the applicability of LMI methods for real
applications is increased, since a change of LMI conditions is
avoided. This simplifies the design of different control structures
for various real-world technical systems significantly.

The independence of the method on the actual controller types
is generated by the formulation of the iteration rule. This makes it
possible to avoid changing the control variables in additional LMI
variables, such that Av can be implemented in its original form.
These are major advantages of the method, compared to
preliminary works of Rauh and Romig (2021) and Rauh et al.
(2021) for the continuous-time case.

5 EXAMPLE: OVERHEAD TRAVELING
CRANE

5.1 Modeling the Overhead Traveling Crane
There exist several approaches to the modeling of overhead
traveling cranes, which differ in complexity due to the number
of inputs. As an example, Ackermann (2002) uses a simplified
model, in which the rope length change cannot be manipulated.
In Park et al. (2007), the modeling of a system with variable rope
length is shown. In the following model, the rope length depends
on a winch whose radius has to be taken into account, leading to
an extension of the model from Park et al. (2007). The crane
system is shown in Figure 3 and consists of a cart that can be
moved along a rail with the help of a synchronous motor. The
winch drive is mounted on the cart to move the weight suspended
on a rope. It is assumed that the rope has vanishing elasticity.
Incremental encoders are used to measure the position of the
carriage, the pendulum movement and the rope length. These are
the measurable outputs of the system and can be summarized in
the vector

q � x ψ l( )T. (27)

The mathematical model of the overhead traveling crane is
given by the derivations of the equations of motion using
Lagrange’s equations of second kind. The parameters of the

model are the mass m1 � 5.5 kg of the cart, the payload with
the massm2 � 0.5 kg, the rope winch with the radius RT � 0.03 m
and the mass moment of inertia θ � 0.000225 kg m2. Then, the
Lagrange function is defined as the difference of kinetic and
potential energy according to

L � Ekin − Epot

with the kinetic energy

Ekin � 1
2

_x2 m1 +m2( ) + 1
2

_l
2
m2 + 1

2
_ψ2 l2 m2 + _x _l m2 sin ψ( )

+ _x ψ l m2 cos ψ( ) + 1
2
θ

_l
2

R2
T

and the potential energy

Epot � −m2 g l cos ψ( ),
where the gravitation constant is g� 9.81 m

s2. This leads to the
second-order nonlinear state equations

d
dt

zL

z _q
( ) − zL

zd
� Qj,

where Qj represents all external and non-conservative forces,
which can be summarized in the vector

Algorithm 2. Offline Minimization of Sensitivity towards Noise (Stage 2)

FIGURE 3 | Setup of the overhead traveling crane.
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Qj � Fx − Ffc _x − Ffp _ψ Fl − Ffr
_l( )T

with the actuation forces Fx and Fl generated by the engine drum
and the rope winch, respectively, as well as the friction constants of
the cartFfc � 13.5 kg

s , the rope winchFfr � 3 kg
s and the pendulum

bearing Ffp � 0.0025 kg
s . The external forces Fx and Fl are the

system inputs u1 and u2. The resulting multivariable nonlinear
equations of motion are given in Appendix A. This nonlinear
model can be transformed into the quasi-linear representation

_x � Ac x( )x + Bc x( )u, (28)

with the state vector

x � x _x ψ _ψ l _l( )T � x1 x2 x3 x4 x5 x6( )T

composed of the generalized variables (Eq. 27) and the
corresponding generalized velocities _q. For this quasi-linear
model, the simplifications

sin ψ( ) � ψ, cos ψ( ) � 1, and _ψ2 � 0 (29)

due to small pendulum angles were made. In addition, the second
input for the rope length u2 has to be extended by u2′ � u2 + u2,0
by the gravity compensation term u2,0 � −m2 g. Neglecting it
would lead to a continuous increase of the rope length in the
nonlinear case due to gravity.

A possible realization of the quasi-linear representation
(Eq. 28) can be given by the matrices

Ac x( ) �

0 1 0 0 0 0

0 −p1 p2
p3

x5
0 p4x3

0 0 0 1 0 0

0
p1

x5

p5

x5

p6

x2
5

0 −p4
x3

x5
− 2

x4

x5

0 0 0 0 0 1

0 p7x3 −p8
x4

x5
0

p9

x5
−p10

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and

Bc x( ) �

0 0

p11 −p12x3

0 0

−p11

x5

p12x3

x5

0 0

−p12x3 p13

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (30)

where the constants pi with i � 1, 2, . . . , 13 consist of the system
parameters. These constants and their values are given in Appendix
A. It is assumed that the states x and the inputs u are constrained by

x1 ∈ −0.5, 0.5[ ]m, x2 ∈ −0.6, 0.6[ ]m
s
, x3 ∈ −π

6
,
π

6
[ ]rad,

x4 ∈ −π
2
,
π

2
[ ] rad

s
, x5 ∈ 0.2, 0.4[ ]m, x6 ∈ −0.5, 0.5[ ]m

s

u1 ∈ −22.5, 22.5[ ]N, u2 ∈ −3.75, 3.75[ ]N.

In general, this allows to evaluate the respective matrix entries
from Eq. 30 using interval arithmetic. For the control design, a
polytopic representation in the form of Eq. 9 can be defined. For
that purpose, the occurring states and nonlinearities are taken
into account by introducing nδ � 5 independent parameters of the
interval vector δ � [δ1, . . . , δnδ], with the components
δi � [δ i, �δi], such that

δ1 � 1
x5

∈ 2.5, 5[ ] 1
m
, δ2 � x3 ∈ −π

6
,
π

6
[ ]rad,

δ3 � x4

x5
∈ −7.8540, 7.8540[ ] rad m

s
,

δ4 � x3

x5
∈ −2.6180, 2.6180[ ] rad

m
,

δ5 � −p4
x3

x5
− 2

x4

x5
∈ −16.3426, 16.3426[ ] rad

m s

which leads to the transformed matrices

Ac δ( ) �

0 1 0 0 0 0
0 −p1 p2 p3δ1 0 p4δ2
0 0 0 1 0 0
0 p1δ1 p5δ1 p6δ

2
1 0 δ5

0 0 0 0 0 1
0 p7δ2 −p8δ3 0 p9δ1 −p10

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ and

Bc δ( ) �

0 0
p11 −p12δ2
0 0

−p11δ1 p12δ4
0 0

−p12δ2 p13

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (31)

If all vertices of the nδ independent parameters of Eq. 31 are
considered, the polytopic representation

Ac δ( ), Bc δ( )[ ]

∈ Ac ζ( ), Bc ζ( )[ ] � ∑nv
v�1

ζv · Av, Bv[ ];∑nv
v�1

ζv � 1; ζv ≥ 0
⎧⎨⎩ ⎫⎬⎭ (32)

is obtained with nv � 2nδ � 32 vertices. This allows us to
taken into account the nonlinearities of the states in the
controller design. The procedure described is based on Rauh
et al. (2017).

Due to the independence of the parameters δi, the system
dynamics are embedded conservatively by this approach.
Reducing the pessimism should be the subject of further
researches. For example, smaller interval boxes connected
in series could be used to reduce the over-approximation of
Eq. 31 (Azuma et al. (1997)). If all parameters δi aremonotonically
decreasing or increasing functions of x, it is also possible to reduce
the number of vertices (Azuma et al. (2000)).

In the following, the first order, explicit Euler approximation

A δ( ) � Ac δ( )Ts + I,
B δ( ) � Bc δ( )Ts

(33)

with Ts � 0.015 s is used to discretize (31). This avoids the
appearance of the matrix exponential function in the
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discretization, such that the convexity condition of Eq. 32
remains valid.

Figure 4 shows the advantage of the quasi-linear model in
comparison to a linear model. For this comparison, the linear
model was linearized at the operating point

x0 � 0 0 0 0 0.3m 0( )T, u0 � 0 u2,0( )T. (34)

The nonlinear model from Appendix A is shown in red, the
quasi-linear model in blue and the linear model in green. In
Case (Figure 4A) all models have a constant rope length of l �
0.3 m, in Case (Figure 4B) l � 0.2 m and in Case (Figure 4C)
l � 0.4 m. It can be observed that in the latter two cases large
deviations occur due to the linearization and deviation from
the operating point. Despite the simplifications made for
small angles, a deviation from the operating point shows
that the quasi-linear model behaves like the nonlinear one,
while the linear model shows deviations. Due to the fact that
the quasi-linear model is used, the presented approach is
independent of the operating point. Only the upper and
the lower bounds of the states must be known, which,
however, is not a disadvantage, since these usually result
from the system itself.

5.2 Control of the Overhead Traveling Crane
The presented method is to be compared with a standard
approach. For this purpose, an LQG controller has been
implemented additionally. Subsequently, the results of the LMI

controller are compared with the standard LQG design
procedure. The same control structure of both controllers
ensures the comparability of the methods. Due to limited
computing capacity of the implementation both controllers are
linear with constant gains.

In the following, it is first described how the setting parameters
of the LMI controller and the LQG controller can be selected
systematically. Both LQG and LMI approaches are parameterized
with the disturbance input matrices

Gu � 0 0
0 0

( ), Gp �

0 0 0
0.01 0 0
0 0 0
0 0.01 0
0 0 0
0 0 0.01

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ and

Gy �
0.01 0 0
0 0.01 0
0 0 0.01

⎛⎜⎝ ⎞⎟⎠
Exactly introduced in Section 2, where the linearized model

with Anom and Bnom is used in the observer (cf. Figure 1). For
that purpose, and to design the LQG controller, the nonlinear
model from Appendix A has been linearized at the operating
point (Eq. 34) and discretized with Eq. 33. Subsequently, the
LQG’s observer and controller were designed separately from
each other. In the simulation shown later, which is equivalent to

FIGURE 4 | Simulation results for the nonlinear, the quasi-linear and the linear model with different rope length. Case (A) l � 0.3 m, Case (B) l � 0.2 m and Case (C)
l � 0.4 m.
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Figure 1 and uses the nonlinear model from Appendix A to
represent the plant, the LQG controller exhibits a stable
behavior during the simulation. However, due to the
nonlinearities no guaranteed stability statement can be made
(invalid separation theorem). Thus, there is no proof of
stability for the LQG control in the nonlinear case.
Furthermore, an optimal design of the LQG controller is not
possible and the parameters have to be set individually and
semi-empirically. To determine the parameters as systematically
as possible, the covariance matrices for the design of the
observer are given by

E wp k( )wT
p k( )[ ] � Qo

E wy k( )wT
y k( )[ ] � Ro.

Furthermore, the controller parameterization in the LQG case
was performed with the diagonal matrices

Qc � diag μx,i
1

x2
max,i

( ), i � 1, . . . , n

Rc � diag μu,j
1

u2
max,j

⎛⎝ ⎞⎠, j � 1, . . . , m

with μx,i � 1 and μu,i � 0.5.
Thus, the diagonal elements of the weighting matrices are

normalized by the maximum value of the respective state
or input.

For the LMI controller, there are two tuning parameters r and
α, defined in Section 3.3. With these parameters, it is possible to
manipulate the eigenvalue location of the extremal matrices (Eq.
31) and thus affect the dynamic behavior of the system. First, a
suitable radius r is determined, with which a sufficient control
gain K is available without providing high observer gains H.
Therefore, α � 0 is placed and Algorithm 2 is used for various

values of r. The resulting evaluation is shown in Figure 5. The
parameter r represents an upper estimate of the spectral radius
of all extremal matricesAi. As r decreases, the closed loop decay
rate increases. Therefore, the r-dependency of the maximum
time constant Tmax(Ai) of all extremal matrices Ai is shown.
Furthermore, Figure 5 shows the Frobenius norms of the
observer ‖H‖F gain and control gain ‖K‖F, respectively. Since
the observer gain also increases with decreasing r, a compromise
between control gain and noise reduction has to be established.
This compromise is represented, for example, by r � 0.993.
In the following, the parameter α is investigated. Therefore,
a constant distance to the stability bound is given, such that
α + r � 0.993 is valid. The following four cases are subject to
discussion:

Case 1: r � 0.993, α � 0,
Case 2: r � 0.8, α � 0.193,
Case 3: r � 0.6, α � 0.393,
Case 4: r � 0.4, α � 0.593.

Exemplarily, a simulation result for Case 2 is shown in
Figure 6; Figure 7 in comparison to the LQG controller.
During the simulation, a predefined, piecewise constant,
tracking profile r was applied to the overhead traveling crane
system. Figure 6 shows the tracking behavior and Figure 7 the
observer errors. In the following, the root mean square deviations
(RMSE) values

Δxi,C �

������������������
1
N

∑N
k�1

ri k[ ] − xi k[ ]( )2
√√

, i � 1, 3, 5, (35)

Δxj,O �

������������������
1
N

∑N
k�1

xj k[ ] − x̂j k[ ]( )2√√
, j � 2, 4, 6 (36)

with N � 30 s/Ts � 2000 of the simulation shown in Figure 6;
Figure 7 are taken into account. Furthermore, the maximum
control variables are evaluated. For this purpose, the
simulation was carried out for all four cases. The results
compared to the LQG controller of this analysis are shown
in Table 1.

The control performance of all four cases is similar to the
LQG controller. However, the observer errors of the LMI
controllers (Case 1—Case 4) are strictly smaller than the
LQG observer error (see also Figure 7). Furthermore, the
reduction of the radius r leads to significantly smaller
control variables without negatively affecting the control
and observer behavior. Next, it is shown how the
optimization (Eq. 22) affects the eigenvalues of the extremal
matrices. For this purpose, Figure 8 shows the respective
eigenvalue locations (Case 1—Case 4) before and after the
optimization. The optimization effectively suppresses system
noise. The proposed algorithm achieves this by reducing the
gains, thus placing the eigenvalues further to the right of the r
boundary. In a final summary, a further comparison of all LMI
controllers (Case 1—Case 4) to the LQG approach is shown in

FIGURE 5 | r-dependency of the maximum time constant Tmax(Ai) of all
closed loop systemmatricesAi and controller and observer gains, represented
by ‖H‖F and ‖K‖F (α � 0).
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Table 2. Therefor, all controllers are rated in terms of the
RMSE values

Δx̂i,f �

�������������������
1
N

∑N
k�1

x̂i k[ ] − x̂i,f k[ ]( )2√√
, i � 1, . . . , 6 (37)

Quantifying all observer states x̂i with respect to the ideal
noise-free trajectories x̂i,f. This comparison shows the impact of
the minimization task (Eq. 22). It can be observed that the result
of the minimization is degraded by progressively decreasing the
radii of the DR regions. This shows as well, that a compromise
between decreasing the DR region for the controller tuning and
noise reduction has to be found. Moreover, there are significant
improvements in noise reduction up to 64.9% compared to the
LQG controller.

6 CONCLUSIONS AND OUTLOOK

In this article, a design of a linear observer-based state
feedback controller based on an iterative LMI approach
was developed for discrete-time systems in the presence of
stochastic noise. Nonlinearities were taken into account by
forming a polytopic quasi-linear representation. The
verification of closed loop stability under disturbances
could be provided by a discretized version of the Ito
differential operator, whereby the noise was already taken
into account in the control design. In addition, the proof of
convergence for the method could be provided. The
proposed method can also be applied to controllers with
different structures without modifying the method. The
example of the overhead traveling crane could be used to
demonstrate the advantages of the new method in

FIGURE 6 | Tracking performance of the measurable states x1, x3 and x5 and control inputs u1 and u2 for the LMI and LQG controller.
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comparison with a standard LQG controller. This means that
only a few setting parameters are required, which can be used
for systematically adjusting the controller and observer
gains. Furthermore, the impact of noise could be
significantly reduced.

Further work will deal with an optimization of the control
parameters to achieve enhanced damping properties and
smaller tracking errors. This could include filter-based
PID-controllers and parameter-dependent Lyapunov
functions. Additionally, the observer matrices Anom and

Bnom can be optimized if they are chosen as free decision
variables. On the one hand, this implies a less conservative
model in which no or less unphysical vertices exist. On the
other hand, the optimized observer matrices may cause
unphysical behavior in control operation. This effect can be
reduced, for example, by improving the convex enclosure of
the quasi-linear model, similar to the interval multisection
applied in Rauh et al. (2017) for the implementation of a gain-
scheduling controller, such that the over-approximation is
reduced. In addition, it will be investigated how actuator

TABLE 1 | Comparison of the RMSE values (Eqs 35, 36) and the maximum control variables max |u| for (α + r � 0.993).

Cases Δx1C Δx3C Δx5C Δx2O Δx4O Δx6O max |u1| max |u2|

LQG 0.2189 0.0418 0.0280 0.0176 0.0679 0.0125 44.7988 2.3493
Case 1 0.2390 0.0284 0.0299 0.0107 0.0366 0.0107 33.4414 4.5195
Case 2 0.2405 0.0285 0.0297 0.0107 0.0327 0.0107 25.5162 3.7271
Case 3 0.2475 0.0268 0.0293 0.0105 0.0289 0.0108 19.6494 3.2961
Case 4 0.2618 0.0219 0.0302 0.0104 0.0248 0.0111 13.9173 2.0596

FIGURE 7 | Observer errors of unmeasurable states x2, x4 and x6 for the LMI and LQG controller.
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saturations can be included in the optimization and how they
affect it.
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FIGURE 8 | DR regions before and after optimization for Case 1—Case 4.

TABLE 2 | Comparison for all controllers in terms of the RMSE values (Eq. 37) from all observer states x̂i to the ideal noise-free trajectories x̂i,f ; the improvement is quantified
by a comparison of each Case with the LQG control.

Cases Δx̂1,f Δx̂2,f Δx̂3,f Δx̂4,f Δx̂5,f Δx̂6,f

LQG 0.0035 0.0124 0.0048 0.0333 0.0023 0.0046
Case 1 0.0026 0.0045 0.0033 0.0139 0.0016 0.0016
Improvement 1/% 25.5 64.0 32.1 58.4 29.0 64.5
Case 2 0.0029 0.0046 0.0034 0.0133 0.0015 0.0016
Improvement 2/% 16.5 63.2 29.0 60.1 32.7 64.9
Case 3 0.0034 0.0048 0.0038 0.0143 0.0017 0.0018
Improvement 3/% 2.9 61.3 20.6 57.2 26.2 60.0
Case 4 0.0051 0.0053 0.0043 0.0154 0.0019 0.0023
Improvement 4/% 31.4 (Degradation) 57.7 10.7 53.8 17.2 49.1
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APPENDIX

The nonlinear equations of the overhead traveling crane system
are given by

_x1 � x2

_x2 �
θ

R2
T

+m2( ) u1 − Ffc + Ffp
x4

x5
cos x3( )( )

m1 m2 + θ

R2
T

m1 +m2 −m2 cos
2 x3( )( )

+
sin x3( ) m2 Ffr x6 + θ

R2
T

x2
4 x5 − u2 + g

θ

R2
T

cos x3( )( )
m1 m2 + θ

R2
T

m1 +m2 −m2 cos
2 x3( )( )

_x3 � x4

_x4 �
m2 cos x3( ) sin x3( ) u2 − Ffr x6( ) − g

θ

R2
T

1 +m1( ) − g m1 − θ

R2
T

x2
4 x5 cos x3( )

x5 m1 m2 + θ

R2
T

m1 +m2 −m2 cos2 x3( )( )( )
+
Ffc x2 cos x3( ) θ

R2
T

+m2( ) − 2 x4 x6 m2
θ

R2
T

+m1
θ

R2
T

+m1 m2 −m2
θ

R2
T

cos2 x3( )( )
x5 m1 m2 + θ

R2
T

m1 +m2 −m2 cos2 x3( )( )( )
−
Ffp

x4

x5

θ

R2
T

1 + m1
m2

( ) −m1 −m2 cos2 x3( )( )
x5 m1 m2 + θ

R2
T

m1 +m2 −m2 cos2 x3( )( )( )
_x5 � x6

_x6 � u2 m1 +m2 −m2 cos2 x3( )( ) − u1 m2 sin x3( ) + Ffc m2 x2 sin x3( ) +m1 m2 x2
4 x5

m1 m2 + θ

R2
T

m1 +m2 −m2 cos2 x3( )( )
−Ffr x6 m1 +m2 +m2 cos2 x3( )( ) + Ffp m2 x4 sin x3( )cos x3( ) − g m1 m2 cos x3( )

m1 m2 + θ

R2
T

m1 +m2 −m2 cos2 x3( )( ) .

They can be simplified with (29) to the quasi-linear model (31)
with the constant terms

p1 �
Ffc m2 + θ

R2
T

( )
p14

� −2.3636, p2 �
g m2

θ

R2
T

+ u2,0 m2

p14
� 0.3567,

p3 �
Ffp

θ

R2
T

+m2( )
p14

� 4.5455 · 10−4, p4 � Ff rm2

p14
� 0.2424,

p5 �
−g m1 m2 + θ

R2
T

( ) +m2
θ

R2
T

( ) + u2,0 m2

p14
� 2.3636,

p6�
Ffp

θ

R2
T

m1

m2
+ θ

R2
T

)( ) +m1 +m2)
p14

� −10.1667,

p7 � Ff cm2

p14
� 1.0505, p8 � Ffpm2

p14
� −2.02 · 10−4,

p9 � g m1 m2 +m1 u2,0

p14
� 0, p10 � Ff r m1

p14
� −6.6667,

p11 �
θ

R2
T

+m2

p14
� −0.1818, p12 � −m2

p14
� −0.0808,

p13 � m1 +m2 −m2

p14
� 2.2222, p14 � m1 m2 +m1

θ

R2
T

( ) � 2.4750.
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